REQUEST FOR PROPOSALS
ENGINEERING SERVICES FOR
2016 CENTRAL REGIONAL LANDFILL SURVEY
FOR THE
CITY OF CASPER

Date: June 3, 2016

Fee proposals are being requested from qualified engineering consultants to furnish
services for the 2016 Central Regional Landfill Survey.

Such proposals will be received by the City of Casper Public Services Department,
City Engineering Division, 200 North David, Casper, Wyoming, until 5:00 p.m., Local time,
July 1, 2016.

PROJECT DESCRIPTION.

The City of Casper Regional Landfill (CRL) reports annual waste volume changes that occur in all
active landfill cells as required by the lifetime permit authorized by the Wyoming Department of
Environmental Quality Solid and Hazardous Waste Division (WDEQ/SHWD). The reports allow
the CRL and WDEQ/SHWD to monitor permitted air space used and to calculate remaining
capacities through comparing the most recent annual topographic surveys to surveys from the
previous year. The work of this RFP includes a topographic survey of the CRL through aerial
photogrammetric methods.

SCOPE OF SERVICES

A. Survey: Recover/establish aerial control network, provide QA/QC (Quality
Assurance/Quality Control) Report for control network, perform aerial survey and
generate photogrammetric data (orthophoto and DTM), and perform volumetric analysis
based on previous surveys and any known records of the landfill surfaces (the previous
survey AutoCAD drawings, performed in January 2016, are available upon request). Work
elements included as part of this proposal include:

1. Recover/establish aerial control network: The chosen consultant shall establish a
primary control network of no fewer than five (5) points. Three (3) of said five (5)
points will include those shown on the attached Regional Solid Waste Facility:
Proposed Flight Area exhibit. In addition to the primary control network points,
the chosen consultant shall utilize no fewer than twenty (20), photo identifiable,
secondary control points. The total number of control points utilized by the chosen
consultant shall be no fewer than twenty five (25) points.

a. The chosen consultant shall provide all deliverables in the NAD83(86)
Wyoming State Plane, East Central Zone horizontal datum/coordinate
system and the NGVD29 vertical datum. All linear units shall be in US
Survey Feet.
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b. All control network elements shall be established using methods that will
produce:

ASPRS Horizontal Accuracy Class RMSEx and RMSEy of 10.0
(cm) [0.328 (sft)] with a Horizontal Accuracy at the 95%
Confidence Level of 24.5 (cm) [0.804 (sft)]

. ASPRS Vertical Accuracy Class RMSE: of 10.0 (cm) [0.328 (sft)]

with a Non-Vegetated Accuracy (NVA) at the 95% Confidence
Level of 19.6 (cm) [0.643 (sft)]

2. Provide QA/QC report for control network. :

a. The chosen consultant shall provide a Draft QA/QC Report for evaluation
by City of Casper GIS and Engineering staff upon completion of data
collection. City of Casper GIS and Engineering staff will review the Draft
QA/QC Report and provide formal comments. The Draft QA/QC Report
with comments will be returned to Consultant. The consultant shall submit
a Final QA/QC Report that addresses all City of Casper GIS and
Engineering staff comments with all deliverables. The QA/QC Report shall
include the following:

A description of flight parameters including: date and time of flight,
intended forward and side overlap of each exposure point, total
number of exposures, flight duration in minutes and seconds;
configuration and number of flight lines, average flying height,
camera and/or sensor configuration and any other associated
calibration and/or configuration parameters the consultant feels is
pertinent.

A description of what equipment and methods were used to
calibration to the NAD83(86) Wyoming State Plane, East Central
Zone horizontal datum/coordinate system and the NGVD29 vertical
datum.

A description and table of the primary and secondary control points
used, including their horizontal (northing/easting) and vertical
(orthometric height) values with the date and time of their
observation.
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iv. A description of the compilation methods used to generate the
project orthophoto mosaic and topographic features
(contours/breaklines).

v.  Anaerial triangulation report of all surveyed points and controls
obtained.

vi. A table reporting the National Standard for Spatial Data
Accuracy (NSSDA) computations for the flight’s primary and
secondary control values. The consultant shall format the table to
match table D.1 of the attached ASPRS Positional Accuracy
Standards for Digital Geospatial Data (Edition 1, Version 1.0 -
November 2014) document. This table will be used to evaluate if
the consultants achieved the RMSE Accuracy classes defined in
sections 1(b)(i) and 1(b)(ii) above.

3. Perform aerial survey and generate photogrammetric data (orthophoto and DTM):

a. Consultant shall conduct and submit topographic survey of the existing
landfill cells which are receiving waste. This area is approximately 122
acres and is depicted in the attached Regional Solid Waste Facility:
Proposed Flight Area exhibit.

b. Consultant shall prepare an orthophoto mosaic for the entire project extent
submitted on compact disc AND email. The orthophoto mosaic shall be
provided in .tif format with standard 3-band configuration (RGB). The
orthophoto shall have a Ground Sample Distance (GSD) of 3 inches.

c. Consultant shall submit a digital terrain model (DTM) in AutoCAD .dwg
format (Civil 3D version 2015 or earlier) AND pdf copies submitted on
compact disc AND email. The drawing shall include surfaces of the areas
surveyed in the January 2016 CRL survey; a surface for Cells 1, 2, 3, and 4;
and a surface for the C & D and Asbestos cell (see attached PHASE 1 AND
C&D AND ASBESTOS CELL SUBGRADE PLAN, Drawing 04 for
approximate locations of each cell), each on a separate layer with the most
recent surveyed surface shown over top of the January 2016 CRL survey.
Each surface shall include 1-foot contours; topo points with Point Number
showing 50-foot grid, break lines, control points and benches (see attached
Sheet 1 Titled CELLS 1 AND 2 TOP OF WASTE SURVEY POINTS for
an example). Tables of all 50-foot grid points, control points, break lines
and benches shall have columns showing Point Number, Northing, Easting
and Elevation shall be included (see attached Sheets 2 and 3 Titled CELLS
1 AND 2 TOP OF WASTE SURVEY POINT TABLE for an example).
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d. All .dwg materials generated by the chosen consultant shall utilize the
Natrona Regional Geospatial Cooperative (NRGC) standard template. The
template may be obtained through either of the following links:

a. http://www.casperwy.gov/cms/one.aspx?pageld=87224
b. ftp://Csprftp CoCST:COCS$T1fl9@ftpl.casperwy.qgov/CoCST/Co

CST.zip

4. Volumetric Analysis:

a. Consultant shall analyze and provide volumetric calculations determining
the amount of volume (cut, fill and net) of waste differential of each cell
(Cell 1, 2, 3, 4, and the C & D and Asbestos cell), that occurred since the
January 2016 CRL survey (see attached letters from CEPI dated February 9,
2016 and March 11, 2016 for an example). The analysis shall be submitted
in pdf form on compact disc AND email. The analysis shall be adjusted for
snow ground cover, if any exists at the time of survey.

FEE

In submitting a proposal for this project, the consultant shall prepare and enclose In A Separate
Sealed Envelope a detailed fee schedule with an upset (not to exceed) amount for the services as
covered by the Scope of Services in this RFP. Selection of a Consultant to provide services for this
RFP shall be based on professional qualifications based criteria; however, the Consultant's fee
schedule will also be considered as an additional qualification in the selection process.

The fee shall be based on estimated time and material, including hourly rates for technical
personnel, with an upset (not to exceed) amount. If at any time during the term of this contract
appears that the upset amount will be exceeded, the Consultant shall immediately notify the City
and provide a complete statement justifying the anticipated change in the contract fee. An
amendment authorizing any increased fee can only be approved by the City Council. The
amendment must be approved before the commencement of any additional work. A change in the
scope of work will be the only justification for a change in the contract fee.

The Consultant shall be responsible and responsive to the City in its requests and requirements
within the scope of this proposal.

TIMETABLE

Following is the tentative timetable for this RFP:

1. Proposal Due July 1, 2016

2. Selection of Consultant July 19, 2016

3. Submittal of Draft Quality Control Report August 20, 2016
4, Submittal of Final Quality Control Report,

Topographical Survey, and Volumetric Analysis  September 2, 2016
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The submittal of a proposal will be an indication that the Consultant has no problem in keeping this
schedule.

MEETINGS

The Consultant shall attend any special meeting with City staff, relating to the performance of this
contract.

CONTRACT

The Consultant will be required to sign a contract with the City relating to the work to be
performed. Such contract shall include, but not necessarily be limited to, the following articles:
method of compensation, time of performance, subcontracts, duties of the consultant, termination
of the contract, ownership of material, changes, EEO, ADA, submission of material, and
obligations of the City.

SELECTION.

The selection of the consulting firm will be based upon project team qualifications, team
management/organization, ability of firm to recognize design opportunities in the project,
demonstrated design experience, willingness to meet time requirements, community involvement
of the firm. A minimum of three (3) firms will be interviewed by the City staff on the basis of the
proposal submittals. Upon completion of these interviews, one firm will be selected on the basis of
their qualifications and fee.

The procedure for considering the priced proposal will be that a minimum of three (3) firms will be
chosen based on the above qualifications-based criteria, excluding consideration of the fee
proposal. Upon selection of the firms, the fee proposals for these firms shall be opened and
analyzed by the City. The City will prepare a written summary of the price proposals to be
distributed to the Selection Committee prior to the Consultant interviews. Price proposals for
Consultants not short-listed shall be returned unopened to the Consultant. No prospective proposer
shall withdraw his proposal for a period of sixty (60) days after the deadline for proposal
submittals.

In making a proposal, the Consultant hereby certifies that he has reviewed this RFP and is familiar
with all conditions contained therein.

GENERAL.

A. Additional Information.

In addition to the items addressed in the Scope of Services, the following information
relating to the consultant's qualifications is required. The Consultant shall submit three (3)
copies of the non-priced technical proposal.

1. The consulting firm's name, address, and telephone number.
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2. Types of services which your firm is qualified to provide.

3. Names of key personnel, the experience of each available for this project.

4. Names and addresses of outside consultants or associates which will be retained for
assistance.

5. Number and type of current projects for which the firm is principal engineer.

6. Recent list of completed projects most similar to this project, including key

contacts and references, approximate budget, and other pertinent information.

One (1) Fee proposal with upset (not to exceed) amount in a separate sealed envelope shall
be submitted with the set of three (3) non-priced technical proposals. The envelope
containing the price proposal shall be labeled "2016 CENTRAL REGIONAL LANDFILL
SURVEY - PRICE PROPOSAL." The price proposal shall be signed by an authorized
representative of the Consultant offering the proposal.

Addendum or Supplement to Request for Proposal.

In the event that it becomes necessary to revise any of this Request for Proposal (RFP), an
Addendum to this RFP will be provided to each Consultant. The City reserves the right to
change submission date(s) for any reason, including an Addendum or Supplement to the
RFP.

Late Proposals.

Late proposals will not be accepted. It is the responsibility of the Consultant to insure that
the proposal arrives prior to 5:00 p.m., Local Time, Tuesday, July 1, 2016.

Rejection of Proposals.

The City reserves the right to reject any or all submissions, and to waive informalities and
minor irregularities in submissions received, and to accept any portion of a proposal or all
items if deemed in the best interest of the City.

Response Material Ownership.

All material submitted regarding this RFP becomes the property of the City and will only
be returned to the Consultant at the City’s option. Responses may be reviewed by any
person after the final selection has been made. The City has the right to use any or all ideas
presented in reply to this request. Disqualification of a Consultant does not eliminate this
right.

Incurring Costs.
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The City is not liable for any costs incurred by the Consultant prior to issuance of an
agreement, contract, or purchase order.

Acceptance of Proposal Content.

The contents of the proposal of the successful Consultant may become contractual
obligations if the City wishes to execute a contract based on the submitted proposal. Failure
of the successful Consultant to accept these obligations in a purchase agreement, purchase
order, contract, or similar instrument may result in cancellation of the award, and such
Consultant may be removed from future solicitations.

Reference Checks.

The City reserves the right to contact any reference or any client listed in the documents for
information which may be helpful to the City in evaluating the Consultant's performance
on previous assignments.

Attachments.

See Appendix A below.
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POINT TABLE — 50 FT GRID
POINT NO. | ELEVATION [ NORTHING EASTING
1001 52058.30 | 1198362.58 | 1592260.80
1002 5208.93 | 1198362.58 | 1592310.80
1003 5197.31 | 1198362.58 | 1592360.80
1004 5206.38 | 1198412.58 | 1592110.80
1005 5210.00 [ 1198412.58 | 1592160.80
1006 5213.63 | 1198412.58 | 1592210.80
1007 5217.26 | 1198412.58 | 1592260.80
1008 5209.67 | 1198412.58 | 1592310.80
1009 5211.73 | 1198412.58 | 1592360.80
1010 5201.78 [ 1198412.58 | 1592410.80
1011 5211.08 | 1198462.58 | 1592010.80
1012 5214.71 | 1198462.58 | 1592060.80
1013 5218.31 | 1198462.58 | 1592110.80
1014 5221.95 | 1198462.58 | 1592160.80
1015 5223.57 | 1198462.58 | 1592210.80
1016 5223.55 | 1198462.58 | 1592260.80
1017 5219.93 | 1198462.58 | 1592310.80
1018 5212.27 | 1198462.58 | 1592360.80
1019 5202.95 | 1198462.58 | 1592410.80
1020 5212.15 | 1198512.58 | 1591860.80
1021 5215.78 [ 1198512.58 | 1591910.80
1022 5219.35 [ 1198512.58 | 1591960.80
1023 5223.03 | 1198512.58 | 1592010.80
1024 5226.31 | 1198512.58 | 1592060.80
1025 5226.29 | 1198512.58 | 1592110.80
1026 5227.94 | 1198512.58 | 1592160.80
1027 5231.57 [ 1198512.58 | 1592210.80
1028 5225.93 | 1198512.58 | 1592260.80
1029 5223.18 [ 1198512.58 | 1592310.80
1030 5212.81 | 1198512.58 | 1592360.80
1031 5203.88 | 1198512.58 | 1592410.80
1032 5216.85 [ 1198562.58 | 1591760.80
1033 5220.47 | 1198562.58 [ 1591810.80
1034 5224.10 [ 1198562.58 | 1591860.80
1035 5227.73 |1198562.58 [ 1591910.80
1036 5229.03 | 1198562.58 | 1591960.80
1037 5229.02 | 1198562.58 | 1592010.80
1038 5232.64 | 1198562.58 | 1592060.80
1039 5236.27 | 1198562.58 [ 1592110.80
1040 5239.90 | 1198562.58 | 1592160.80
1041 5233.71 | 1198562.58 | 1592210.80
1042 5232.35 | 1198562.58 | 1592260.80
1043 5224.09 | 1198562.58 | 1592310.80
1044 5213.35 | 1198562.58 | 1592360.80
1045 5202.72 | 1198562.58 | 1592410.80
1046 5217.88 [ 1198612.58 | 1591610.80
1047 5221.54 | 1198612.58 | 1591660.80
1048 5225.17 [ 1198612.58 | 1591710.80
1049 5228.80 | 1198612.58 | 1591760.80
1050 5231.77 | 1198612.58 | 1591810.80
1051 5231.76 | 1198612.58 | 1591860.80
1052 5233.71 | 1198612.58 | 1591910.80
1053 5237.34 | 1198612.58 | 1591960.80
1054 5240.91 | 1198612.58 | 1592010.80
1055 5244.52 | 1198612.58 | 1592060.80
1056 5248.20 | 1198612.58 [ 1592110.80
1057 5247.21 | 1198612.58 | 1592160.80
1058 5245.04 | 1198612.58 | 1592210.80
1059 5232.89 | 1198612.58 | 1592260.80
1060 5225.00 | 1198612.58 | 1592310.80
1061 5213.90 [ 1198612.58 | 1592360.80
1062 5201.41 | 1198612.58 | 1592410.80
1063 5222.55 | 1198662.58 [ 1591510.80
1064 5226.24 | 1198662.58 | 1591560.80

POINT TABLE — 50 FT GRID
POINT NO. | ELEVATION [ NORTHING EASTING
1065 5229.87 | 1198662.58 | 1591610.80
1066 5233.50 | 1198662.58 | 1591660.80
1067 5234.49 | 1198662.58 | 1591710.80
1068 5234.78 | 1198662.58 | 1591760.80
1069 5238.40 | 1198662.58 | 1591810.80
1070 5241.89 [ 1198662.58 | 1591860.80
1071 5245.48 | 1198662.58 | 1591910.80
1072 5249.18 | 1198662.58 | 1591960.80
1073 5252.93 | 1198662.58 | 1592010.80
1074 5256.56 | 1198662.58 | 1592060.80
1075 5260.02 | 1198662.58 | 1592110.80
1076 5252.30 | 1198662.58 | 1592160.80
1077 5245.92 | 1198662.58 | 1592210.80
1078 5233.43 | 1198662.58 | 1592260.80
1079 5225.90 | 1198662.58 | 1592310.80
1080 5214.44 | 1198662.58 | 1592360.80
1081 5201.95 | 1198662.58 | 1592410.80
1082 5223.24 | 1198712.58 | 1591360.80
1083 5226.93 | 1198712.58 | 1591410.80
1084 5230.69 | 1198712.58 | 1591460.80
1085 5234.45 | 1198712.58 | 1591510.80
1086 5237.23 | 1198712.58 | 1591560.80
1087 5237.22 | 1198712.58 | 1591610.80
1088 5239.41 | 1198712.58 | 1591660.80
1089 5242.84 | 1198712.58 | 1591710.80
1090 5246.43 | 1198712.58 [ 1591760.80
1091 5250.37 | 1198712.58 | 1591810.80
1092 5254.00 | 1198712.58 | 1591860.80
1093 5257.63 | 1198712.58 | 1591910.80
1094 5261.26 | 1198712.58 | 1591960.80
1095 5264.89 | 1198712.58 | 1592010.80
1096 5265.73 | 1198712.58 | 1592060.80
1097 5258.23 | 1198712.58 | 1592110.80
1098 5258.95 | 1198712.58 | 1592160.80
1099 5246.46 | 1198712.58 | 1592210.80
1100 5233.97 | 1198712.58 | 1592260.80
1101 5226.81 | 1198712.58 | 1592310.80
1102 5214.98 [ 1198712.58 | 1592360.80
1103 5202.93 | 1198712.58 | 1592410.80
1104 5227.55 | 1198762.58 | 1591260.80
1105 5231.32 | 1198762.58 | 1591310.80
1106 5235.08 | 1198762.58 | 1591360.80
1107 5238.83 | 1198762.58 | 1591410.80
1108 5239.90 | 1198762.58 | 1591460.80
1109 5240.36 | 1198762.58 | 1591510.80
110 5243.76 | 1198762.58 | 1591560.80
"M 5247.39 | 1198762.58 | 1591610.80
1112 5251.44 | 1198762.58 | 1591660.80
M3 52556.07 | 1198762.58 | 1591710.80
1114 5258.70 | 1198762.58 | 1591760.80
115 5262.33 | 1198762.58 | 1591810.80
1116 5265.96 | 1198762.58 | 1591860.80
117 5266.10 [ 1198762.58 | 1591910.80
118 5265.68 | 1198762.58 [ 1591960.80
1119 5265.25 | 1198762.58 | 1592010.80
1120 5264.82 | 1198762.58 | 1592060.80
121 5264.40 | 1198762.58 | 1592110.80
1122 5259.49 | 1198762.58 | 1592160.80
1123 5247.00 | 1198762.58 | 1592210.80
1124 5234.51 | 1198762.58 | 1592260.80
1125 5227.72 | 1198762.58 | 1592310.80
1126 52158.52 | 1198762.58 | 1592360.80
1127 5204.99 | 1198762.58 | 1592410.80
1128 5229.11 | 1198812.58 | 1591210.80

POINT TABLE — 50 FT GRID
POINT NO. | ELEVATION [ NORTHING EASTING
1129 5239.47 | 1198812.58 | 1591260.80
1130 5242.51 | 1198812.58 | 1591310.80
1131 5242.62 | 1198812.58 | 1591360.80
1132 5244.68 | 1198812.58 | 1591410.80
1133 5248.34 | 1198812.58 | 1591460.80
1134 5252.34 | 1198812.58 | 1591510.80
1135 5256.08 | 1198812.58 | 1591560.80
1136 5259.77 | 1198812.58 | 1591610.80
1137 5263.40 | 1198812.58 | 1591660.80
1138 5266.90 | 1198812.58 | 1591710.80
1139 5266.48 | 1198812.58 | 1591760.80
1140 5266.05 | 1198812.58 [ 1591810.80
141 5265.62 | 1198812.58 | 1591860.80
1142 5265.20 | 1198812.58 | 1591910.80
1143 5264.77 | 1198812.58 | 1591960.80
1144 5264.35 | 1198812.58 | 1592010.80
1145 5263.92 | 1198812.58 | 1592060.80
1146 5263.49 | 1198812.58 | 1592110.80
1147 5260.03 | 1198812.58 | 1592160.80
1148 5247.54 | 1198812.58 | 1592210.80
1149 5235.05 | 1198812.58 | 1592260.80
1150 5228.54 | 1198812.58 | 1592310.80
1151 5216.06 | 1198812.58 | 1592360.80
1152 5207.05 | 1198812.58 | 1592410.80
1153 5236.16 | 1198862.58 [ 1591210.80
1154 5244.36 | 1198862.58 | 1591260.80
1155 5249.29 | 1198862.58 | 1591310.80
1156 5253.05 | 1198862.58 | 1591360.80
1157 5256.79 | 1198862.58 | 1591410.80
1158 5260.53 | 1198862.58 | 1591460.80
1159 5264.27 | 1198862.58 [ 1591510.80
1160 5267.28 | 1198862.58 [ 1591560.80
1161 5266.85 | 1198862.58 [ 1591610.80
1162 5266.42 | 1198862.58 [ 1591660.80
1163 5266.00 | 1198862.58 [ 1591710.80
1164 5265.57 | 1198862.58 | 1591760.80
1165 5265.15 [ 1198862.58 | 1591810.80
1166 5264.72 | 1198862.58 | 1591860.80
1167 5264.29 | 1198862.58 | 1591910.80
1168 5263.87 | 1198862.58 [ 1591960.80
1169 5263.44 | 1198862.58 | 1592010.80
1170 5263.02 | 1198862.58 [ 1592060.80
M7 5262.59 | 1198862.58 | 1592110.80
1172 5260.57 | 1198862.58 [ 1592160.80
173 5248.08 | 1198862.58 | 1592210.80
1174 5235.60 | 1198862.58 | 1592260.80
1175 5229.09 | 1198862.58 | 1592310.80
1176 5216.60 [ 1198862.58 | 1592360.80
177 5209.11 | 1198862.58 | 1592410.80
1178 5232.96 | 1198912.58 | 1591160.80
1179 5243.19 | 1198912.58 | 1591210.80
1180 5247.44 | 1198912.58 | 1591260.80
1181 5257.76 | 1198912.58 | 1591310.80
1182 5264.97 | 1198912.58 | 1591360.80
1183 5267.65 | 1198912.58 [ 1591410.80
1184 5267.22 | 1198912.58 | 1591460.80
1185 5266.80 | 1198912.58 [ 1591510.80
1186 5266.37 | 1198912.58 | 1591560.80
1187 5265.95 | 1198912.58 | 1591610.80
1188 5265.52 | 1198912.58 | 1591660.80
1189 5265.09 | 1198912.58 | 1591710.80
1190 5264.67 | 1198912.58 [ 1591760.80
191 5264.24 | 1198912.58 | 1591810.80
1192 5263.81 | 1198912.58 | 1591860.80

POINT TABLE — 50 FT GRID
POINT NO. | ELEVATION [ NORTHING EASTING
1193 5263.39 | 1198912.58 | 1591910.80
1194 5262.96 | 1198912.58 | 1591960.80
1195 5262.54 | 1198912.58 | 1592010.80
1196 5262.11 | 1198912.58 | 1592060.80
1197 5257.07 | 1198912.58 | 1592110.80
1198 5249.97 | 1198912.58 | 1592160.80
1199 5242.87 | 1198912.58 | 1592210.80
1200 52358.77 | 1198912.58 | 1592260.80
1201 5228.66 | 1198912.58 | 1592310.80
1202 5217.15 | 1198912.58 | 1592360.80
1203 5211.17 [ 1198912.58 | 1592410.80
1204 5239.87 | 1198962.58 [ 1591160.80
1205 5246.87 | 1198962.58 | 1591210.80
1206 5254.49 | 1198962.58 | 1591260.80
1207 5264.81 [ 1198962.58 | 1591310.80
1208 5267.17 | 1198962.58 | 1591360.80
1209 5266.75 | 1198962.58 | 1591410.80
1210 5266.32 | 1198962.58 | 1591460.80
1211 5265.89 | 1198962.58 | 1591510.80
1212 5265.47 | 1198962.58 | 1591560.80
1213 5265.04 | 1198962.58 | 1591610.80
1214 5264.61 | 1198962.58 | 1591660.80
1215 5264.19 [ 1198962.58 | 1591710.80
1216 5263.76 | 1198962.58 | 1591760.80
1217 5263.34 | 1198962.58 | 1591810.80
1218 5262.91 | 1198962.58 | 1591860.80
1219 5262.48 | 1198962.58 [ 1591910.80
1220 5262.06 | 1198962.58 | 1591960.80
1221 5256.20 | 1198962.58 | 1592010.80
1222 5249.10 [ 1198962.58 | 1592060.80
1223 5241.99 | 1198962.58 | 1592110.80
1224 5234.89 | 1198962.58 | 1592160.80
1225 5227.79 | 1198962.58 | 1592210.80
1226 5220.69 | 1198962.58 | 1592260.80
1227 5213.59 [ 1198962.58 | 1592310.80
1228 5206.48 | 1198962.58 | 1592360.80
1229 5236.55 | 1199012.58 [ 1591110.80
1230 5246.90 | 1199012.58 | 1591160.80
1231 5251.22 [ 1199012.58 | 1591210.80
1232 5261.54 | 1199012.58 | 1591260.80
1233 5266.69 | 1199012.58 | 1591310.80
1234 5266.27 | 1199012.58 | 1591360.80
1235 5265.84 | 1199012.58 | 1591410.80
1236 5265.41 | 1199012.58 | 1591460.80
1237 5264.99 | 1199012.58 | 1591510.80
1238 5264.56 | 1199012.58 | 1591560.80
1239 5264.14 | 1199012.58 | 1591610.80
1240 5263.71 | 1199012.58 | 1591660.80
1241 5263.28 | 1199012.58 | 1591710.80
1242 5262.86 | 1199012.58 | 1591760.80
1243 5262.43 | 1199012.58 | 1591810.80
1244 5262.01 | 1199012.58 | 1591860.80
1245 5255.33 | 1199012.58 | 1591910.80
1246 5248.22 | 1199012.58 | 1591960.80
1247 5241.12 | 1199012.58 | 1592010.80
1248 5234.02 | 1199012.58 | 1592060.80
1249 5226.92 | 1199012.58 | 1592110.80
1250 5219.81 | 1199012.58 | 1592160.80
1251 5212.71 | 1199012.58 | 1592210.80
1252 52058.61 | 1199012.58 | 1592260.80
1253 5198.51 | 1199012.58 | 1592310.80
1254 5233.50 | 1199062.58 | 1591060.80
1255 5243.58 | 1199062.58 [ 1591110.80
1256 5249.43 | 1199062.58 | 1591160.80

POINT TABLE — 50 FT GRID
POINT NO. | ELEVATION [ NORTHING EASTING
1257 5258.27 |[1199062.58 [ 1591210.80
1258 5266.21 | 1199062.58 | 1591260.80
1259 5265.79 | 1199062.58 | 1591310.80
1260 5265.36 | 1199062.58 | 1591360.80
1261 5264.94 [ 1199062.58 | 1591410.80
1262 5264.51 | 1199062.58 | 1591460.80
1263 5264.08 | 1199062.58 [ 1591510.80
1264 5263.66 | 1199062.58 | 1591560.80
1265 5263.23 | 1199062.58 [ 1591610.80
1266 5262.81 | 1199062.58 | 1591660.80
1267 5262.38 | 1199062.58 [ 1591710.80
1268 5261.42 | 1199062.58 | 1591760.80
1269 5254.45 | 1199062.58 | 1591810.80
1270 5247.35 |[1199062.58 | 1591860.80
1271 5240.25 | 1199062.58 [ 1591910.80
1272 5233.15 | 1199062.58 | 1591960.80
1273 5226.04 [ 1199062.58 | 1592010.80
1274 5218.94 | 1199062.58 | 1592060.80
1275 5211.84 | 1199062.58 | 1592110.80
1276 5204.74 [ 1199062.58 | 1592160.80
1277 5197.63 | 1199062.58 | 1592210.80
1278 5190.53 | 1199062.58 | 1592260.80
1279 5183.43 | 1199062.58 | 1592310.80
1280 5238.03 | 1199112.58 [ 1591060.80
1281 5249.27 | 1199112.58 [ 1591110.80
1282 5255.00 | 1199112.58 [ 1591160.80
1283 5265.32 | 1199112.58 [ 1591210.80
1284 52658.31 | 1199112.58 | 1591260.80
1285 5264.88 | 1199112.58 [ 1591310.80
1286 5264.46 | 1199112.58 | 1591360.80
1287 5264.03 | 1199112.58 | 1591410.80
1288 5263.61 | 1199112.58 | 1591460.80
1289 5263.18 | 1199112.58 | 1591510.80
1290 5262.75 | 1199112.58 [ 1591560.80
1291 5262.33 | 1199112.58 [ 1591610.80
1292 5260.68 | 1199112.58 | 1591660.80
1293 5253.58 | 1199112.58 | 1591710.80
1294 5246.48 | 1199112.58 [ 1591760.80
1295 5239.37 | 1199112.58 | 1591810.80
1296 5232.27 | 1199112.58 | 1591860.80
1297 5225.17 | 1199112.58 | 1591910.80
1298 5218.07 | 1199112.58 | 1591960.80
1299 5210.97 | 1199112.58 | 1592010.80
1300 5203.86 | 1199112.58 | 1592060.80
1301 5196.76 | 1199112.58 [ 1592110.80
1302 5189.66 | 1199112.58 | 1592160.80
1303 5182.56 | 1199112.58 | 1592210.80
1304 5175.45 | 1199112.58 | 1592260.80
1305 5247.34 | 1199162.58 [ 1591110.80
1306 5253.55 | 1199162.58 [ 1591160.80
1307 5264.83 | 1199162.58 | 1591210.80
1308 5264.41 | 1199162.58 | 1591260.80
1309 5263.98 | 1199162.58 | 1591310.80
1310 5263.55 | 1199162.58 [ 1591360.80
1311 5263.13 | 1199162.58 | 1591410.80
1312 5262.70 | 1199162.58 | 1591460.80
1313 5262.27 | 1199162.58 [ 1591510.80
1314 5259.81 | 1199162.58 | 1591560.80
1315 5252.71 | 1199162.58 | 1591610.80
1316 5245.60 | 1199162.58 [ 1591660.80
1317 5238.50 | 1199162.58 | 1591710.80
1318 5231.40 | 1199162.58 | 1591760.80
1319 5224.30 | 1199162.58 | 1591810.80
1320 5217.19 | 1199162.58 | 1591860.80

POINT TABLE — 50 FT GRID POINT TABLE — 50 FT GRID
POINT NO. | ELEVATION [ NORTHING EASTING POINT NO. | ELEVATION | NORTHING EASTING
1321 5210.09 | 1199162.58 | 1591910.80 1365 5172.84 | 1199262.58 | 1591960.80
1322 5202.99 | 1199162.58 | 1591960.80 1366 5252.45 | 1199312.58 | 1591160.80
1323 5195.89 | 1199162.58 | 1592010.80 1367 5256.36 | 1199312.58 | 1591210.80
1324 5188.79 | 1199162.58 | 1592060.80 1368 5257.19 | 1199312.58 | 1591260.80
1325 5181.68 [ 1199162.58 | 1592110.80 1369 5250.09 | 1199312.58 | 1591310.80
1326 5174.58 | 1199162.58 | 1592160.80 1370 5242.98 | 1199312.58 | 1591360.80
1327 5167.48 | 1199162.58 | 1592210.80 1371 5235.88 | 1199312.58 | 1591410.80
1328 5244.94 | 1199212.58 | 1591110.80 1372 5228.78 | 1199312.58 | 1591460.80
1329 5252.79 | 1199212.58 | 1591160.80 1373 5221.68 | 1199312.58 | 1591510.80
1330 5263.47 | 1199212.58 | 1591210.80 1374 5214.58 | 1199312.58 | 1591560.80
1331 5263.50 | 1199212.58 | 1591260.80 1375 5207.47 | 1199312.58 | 1591610.80
1332 5263.07 | 1199212.58 | 1591310.80 1376 5200.37 | 1199312.58 | 1591660.80
1333 5262.65 | 1199212.58 | 1591360.80 1377 5193.27 | 1199312.58 | 1591710.80
1334 5262.22 | 1199212.58 | 1591410.80 1378 5186.17 | 1199312.58 | 1591760.80
1335 5258.94 | 1199212.58 | 1591460.80 1379 5179.06 | 1199312.58 | 1591810.80
1336 5251.83 | 1199212.58 | 1591510.80 1380 5247.89 | 1199362.58 | 1591160.80
1337 5244.73 | 1199212.58 | 1591560.80 1381 5249.21 [ 1199362.58 | 1591210.80
1338 5237.63 | 1199212.58 | 1591610.80 1382 5242.11 | 1199362.58 | 1591260.80
1339 5230.53 | 1199212.58 | 1591660.80 1383 5235.01 |[1199362.58 | 1591310.80
1340 5223.42 | 1199212.58 | 1591710.80 1384 5227.91 [1199362.58 | 1591360.80
1341 5216.32 | 1199212.58 | 1591760.80 1385 5220.80 | 1199362.58 | 1591410.80
1342 5209.22 | 1199212.58 | 1591810.80 1386 5213.70 | 1199362.58 | 1591460.80
1343 5202.12 | 1199212.58 | 1591860.80 1387 5206.60 | 1199362.58 | 1591510.80
1344 5195.01 | 1199212.58 | 1591910.80 1388 5199.50 [ 1199362.58 | 1591560.80
1345 5187.91 | 1199212.58 | 1591960.80 1389 5192.40 [ 1199362.58 | 1591610.80
1346 5180.81 | 1199212.58 | 1592010.80 1390 5185.29 | 1199362.58 | 1591660.80
1347 5173.71 | 1199212.58 | 1592060.80 1391 5178.19 [ 1199362.58 | 1591710.80
1348 5242.54 |1199262.58 | 1591110.80 1392 5239.75 | 1199412.58 | 1591160.80
1349 5253.10 | 1199262.58 | 1591160.80 1393 5234.14 | 1199412.58 | 1591210.80
1350 5261.12 [ 1199262.58 | 1591210.80 1394 5227.03 | 1199412.58 | 1591260.80
1351 5262.60 | 1199262.58 | 1591260.80 1395 5219.93 | 1199412.58 | 1591310.80
1352 5262.17 | 1199262.58 | 1591310.80 1396 5212.83 | 1199412.58 | 1591360.80
1353 5258.06 | 1199262.58 | 1591360.80 1397 5205.73 | 1199412.58 | 1591410.80
1354 5250.96 | 1199262.58 | 1591410.80 1398 5198.62 | 1199412.58 | 1591460.80
1355 5243.86 |1199262.58 | 1591460.80 1399 5191.52 | 1199412.58 | 1591510.80
1356 5236.76 | 1199262.58 | 1591510.80 1400 5184.42 | 1199412.58 | 1591560.80
1357 5229.65 | 1199262.58 | 1591560.80 1401 5219.06 | 1199462.58 | 1591210.80
1358 5222.55 |1199262.58 | 1591610.80 1402 5211.96 [ 1199462.58 | 1591260.80
1359 5215.45 | 1199262.58 | 1591660.80 1403 5204.85 | 1199462.58 | 1591310.80
1360 5208.35 | 1199262.58 | 1591710.80 1404 5197.75 | 1199462.58 | 1591360.80
1361 5201.24 | 1199262.58 | 1591760.80 1405 5190.65 [ 1199462.58 | 1591410.80
1362 5194.14 | 1199262.58 | 1591810.80 1406 5183.55 | 1199462.58 | 1591460.80
1363 5187.04 | 1199262.58 | 1591860.80 1407 5196.88 | 1199512.58 | 1591260.80
1364 5179.94 | 1199262.58 | 1591910.80 1408 5189.78 | 1199512.58 | 1591310.80
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POINT TABLE —

LIMIT OF WASTE

POINT TABLE — LANDFILL BENCHES
POINT NO. | ELEVATION NORTHING EASTING
3077 5232.00 1198904.10 | 1592276.99
3078 5231.50 1198879.09 | 1592277.91
3079 5230.50 1198829.12 | 1592279.75
3080 5229.50 1198779.15 | 1592281.58
3081 5228.50 1198729.19 | 1592283.42
3082 5227.50 1198679.22 | 1592285.26
3083 5226.50 1198629.26 | 1592287.09
3084 5225.50 1198579.29 | 1592288.93
3085 5224.50 1198529.32 | 1592290.76
3086 5223.62 1198485.45 | 1592292.38
3087 5230.00 1198880.19 | 1592307.91
3088 5229.00 1198830.22 | 1592309.75
3089 5228.00 1198780.26 | 1592311.58
3090 5227.00 1198730.29 | 1592313.42
3091 5226.00 1198680.32 | 1592315.26
3092 5225.00 1198630.36 | 1592317.09
3093 5224.00 1198580.39 | 1592318.93
3094 5223.00 1198530.43 | 1592320.76
3095 5222.00 1198480.46 | 1592322.60
3096 5221.59 1198460.15 | 1592323.35
POINT TABLE — ACCESS ROAD
POINT NO. | ELEVATION | NORTHING EASTING
5001 5214.00 1198928.56 | 1592374.09
5002 5211.50 1198879.19 | 1592381.96
5003 5209.00 1198829.81 | 1592389.83
5004 5206.50 1198780.43 | 1592397.69
5005 5204.00 1198731.06 | 1592405.56
5006 5201.50 1198681.68 | 1592413.43

POINT NO. ELEVATION NORTHING EASTING
2001 5240.48 1199298.32 1591109.40
2002 5239.79 1199347.82 1591116.50
2003 5239.00 1199392.94 1591122.96
2004 5238.73 1199397.21 1591124.10
2005 5238.00 1199408.68 1591127.16
2006 5236.00 1199427.26 1591133.48
2007 5233.34 1199443.35 1591142.61
2008 5232.00 1199450.01 1591146.38
2009 5223.00 1199466.36 1591175.01
2010 5222.00 1199467.98 1591178.63
201 5220.52 1199470.67 1591183.33
2012 5210.00 1199489.83 1591216.71
2013 5209.00 1199491.71 1591219.76
2014 5206.83 1199495.66 1591226.63
2015 5203.00 1199502.65 1591238.78
2016 5200.00 1199508.12 1591248.29
2017 5199.00 1199509.88 1591251.59
2018 5195.00 11995617.29 1591264.02
2019 5193.14 1199520.69 1591269.91
2020 5188.00 1199530.06 1591286.20
2021 5187.00 11995632.09 1591288.92
2022 5186.95 1199532.22 1591288.98
2023 5186.40 1199521.95 1591314.68
2024 5185.40 1199503.39 1591361.11
2025 5184.40 1199484.84 1591407.54
2026 5183.40 1199466.28 1591453.97
2027 5182.40 1199447.73 1591500.40
2028 5181.40 1199429.18 1591546.83
2029 5180.40 1199410.62 1591593.26
2030 5179.40 1199392.07 1591639.69
2031 5178.40 1199373.51 1591686.12
2032 5177.40 1199354.96 1591732.55
2033 5176.40 1199336.40 1591778.98
2034 5175.40 1199317.85 1591825.41
2035 5174.40 1199299.30 1591871.84
2036 5173.40 1199280.74 1591918.27
2037 5172.40 1199262.19 1591964.70
2038 5171.40 1199243.63 1592011.12
2039 5170.40 1199225.08 1592057.56
2040 5169.40 1199206.52 1592103.98
2041 5168.40 1199187.97 1592150.42
2042 5167.40 1199169.41 1592196.84
2043 5166.40 1199150.86 1592243.28
2044 5166.08 1199144.98 1592257.98
2045 5167.00 1199134.72 1592273.31
2046 5169.60 1199121.86 1592282.34
2047 5177.86 1199080.93 1592311.07
2048 5186.12 1199040.01 1592339.80
2049 5194.38 1198999.09 1592368.52
2050 5202.64 1198958.16 1592397.25
2051 5210.00 1198921.68 1592422.86
2052 5210.67 1198920.70 1592424.96
2053 5210.54 1198917.59 1592424.88
2054 5208.56 1198867.61 1592423.65
2055 5206.57 1198817.62 1592422.41
2056 5204.59 1198767.64 1592421.18
2057 5202.60 1198717.65 1592419.94
2058 5200.61 1198667.67 1592418.70
2059 5199.96 1198651.13 1592418.30
2060 5200.65 1198618.09 1592423.56
2061 5201.69 1198568.71 1592431.43
2062 5202.71 1198520.47 1592439.12
2063 5202.69 1198519.32 1592439.16
2064 5201.67 1198469.35 1592440.92

POINT TABLE — LIMIT OF WASTE POINT TABLE — LANDFILL BENCHES
POINT NO. ELEVATION NORTHING EASTING POINT NO. ELEVATION NORTHING EASTING

2065 5200.66 1198419.38 1592442.69 3013 5245.20 1198914.87 1591218.84
2066 5200.21 1198397.18 1592443.48 3014 5244.21 1198871.40 1591243.54
2067 5200.10 1198379.48 1592422.06 3015 5243.22 1198827.92 1591268.24
2068 5199.64 1198353.02 1592390.02 3016 5243.17 1198825.63 1591269.54
2069 5195.14 1198351.68 1592367.81 3017 5242.97 1198821.71 1591279.19
2070 5195.15 1198347.87 1592363.44 3018 5241.98 1198802.89 1591325.51
2071 5199.32 1198325.06 1592356.19 3019 5240.99 1198784.07 1591371.83
2072 5199.71 1198315.53 1592344.65 3020 5240.00 1198765.25 1591418.15
2073 5200.77 1198332.79 1592298.16 3021 5239.01 1198746.43 1591464.48
2074 5201.21 1198339.82 1592279.23 3022 5238.02 1198727.61 1591510.80
2075 5201.81 1198350.77 1592251.51 3023 5237.10 1198710.07 15915583.96
2076 5202.83 1198369.12 1592205.00 3024 5237.03 1198708.82 1591557.14
2077 5203.84 1198387.48 1592158.49 3025 5236.03 1198690.52 1591603.67
2078 5204.86 1198405.84 1592111.99 3026 5235.03 1198672.22 1591650.20
2079 5205.87 1198424.20 1592065.48 3027 5234.03 1198653.92 1591696.73
2080 5206.89 1198442.55 1592018.97 3028 5233.03 1198635.61 1591743.26
2081 5207.90 1198460.91 1591972.46 3029 5232.03 1198617.31 1591789.79
2082 5208.92 1198479.27 1591925.95 3030 5231.03 1198599.01 1591836.32
2083 5209.93 1198497.63 1591879.45 3031 5230.03 1198580.71 1591882.85
2084 5210.95 1198515.98 1591832.94 3032 5229.03 1198562.40 1591929.38
2085 5211.96 1198534.34 1591786.43 3033 5228.03 1198544.10 1591975.90
2086 5212.98 1198552.70 1591739.92 3034 5227.03 1198525.80 1592022.44
2087 5213.99 1198571.06 1591693.41 3035 5226.03 1198507.50 1592068.96
2088 5215.01 1198589.41 1591646.90 3036 5225.03 1198489.20 1592115.50
2089 5216.02 1198607.77 1591600.40 3037 5224.03 1198470.89 1592162.02
2090 5217.04 1198626.13 1591553.89 3038 5223.03 1198452.59 1592208.56
2091 5217.50 1198634.41 15915632.91 3039 5222.03 1198434.29 1592255.08
2092 5218.02 1198644.59 1591507.42 3040 5221.60 1198426.45 1592275.02
2093 5218.96 1198663.14 1591460.99 3041 5255.02 1199298.30 1591192.80
2094 5219.91 1198681.70 1591414.56 3042 5254.01 1199250.12 1591179.46
2095 5220.86 1198700.25 1591368.13 3043 5253.00 1199201.93 1591166.11
2096 5221.81 1198718.80 1591321.70 3044 5251.99 1199153.74 1591152.76
2097 5222.75 1198737.35 1591275.27 3045 5251.33 1199122.25 1591144.04
2098 5223.70 1198755.90 1591228.84 3046 5251.01 1199112.39 1591143.26
2099 5223.82 1198758.33 1591222.78 3047 5250.76 1199105.33 1591145.56
2100 5225.04 1198796.69 1591202.33 3048 5250.70 1199103.59 1591146.13
2101 5226.44 1198840.82 1591178.81 3049 5249.71 1199061.70 1591169.92
2102 5227.84 1198884.94 1591155.30 3050 5248.68 1199018.23 1591194.62
2103 5229.23 1198929.06 1591131.78 3051 5247.64 1198974.76 1591219.32
2104 5230.63 1198973.19 1591108.26 3052 5246.61 1198931.28 1591244.02
2105 5232.03 1199017.31 1591084.74 30583 5245.58 1198887.81 1591268.72
2106 5233.43 1199061.44 1591061.23 3054 5244.67 1198849.51 1591290.48
2107 5234.67 1199100.57 1591040.37 30585 5243.65 1198830.69 1591336.80
2108 5234.84 1199105.47 1591043.19 3056 5242.62 1198811.87 1591383.13
2109 5235.82 1199128.30 1591056.35 3057 5241.60 1198793.05 1591429.45
2110 5236.28 1199150.87 1591063.40 3058 5240.57 1198774.23 1591475.77
2111 5237.64 1199198.60 1591078.29 3059 5239.55 1198755.41 1591522.09
2112 5239.00 1199246.34 1591093.18 3060 5238.60 1198737.93 1591565.10
2113 5240.36 1199294.07 1591108.07 3061 5238.53 1198736.62 1591568.43
3062 5237.53 1198718.32 1591614.96

POINT TABLE — LANDFILL BENCHES 3063 5236.53 1198700.02 1591661.49
POINT NO. ELEVATION NORTHING EASTING 3064 5235.53 1198681.72 1591708.02
3001 5253.52 1199306.31 1591163.89 3065 5234.53 1198663.41 1591754.55
3002 5252.53 1199258.13 1591150.54 3066 5233.53 1198645.11 1591801.08
3003 5251.53 1199209.94 1591137.19 3067 5232.53 1198626.81 1591847.61
3004 5250.54 1199161.76 1591123.84 3068 5231.53 1198608.51 1591894.14
3005 5249.83 1199127.48 1591114.35 3069 5230.53 1198590.20 1591940.67
3006 5249.58 1199113.09 1591113.22 3070 5229.53 1198571.90 1591987.20
3007 5249.51 1199108.78 1591112.88 3071 5228.53 1198553.60 1592033.73
3008 5249.20 1199091.40 1591118.54 3072 5227.53 1198535.30 1592080.26
3009 5249.14 1199088.76 1591120.04 3073 5226.53 1198517.00 1592126.79
3010 5248.16 1199045.29 1591144.74 3074 5225.53 1198498.70 1592173.32
3011 5247.17 1199001.82 1591169.44 3075 5224.53 1198480.39 1592219.85
3012 5246.18 1198958.34 1591194.14 3076 5223.61 1198463.67 1592262.38

POINT TABLE — DOWNCHUTE POINT TABLE — BREAKLINES
POINT NO. ELEVATION NORTHING EASTING POINT NO. | ELEVATION [ NORTHING EASTING
4001 5262.00 1198672.06 1592104.96 6001 5201.70 | 1198601.97 | 1592409.19
4002 5254.46 1198632.52 1592135.55 6002 5203.44 | 1198552.80 | 1592400.09
4003 5247.01 1198592.82 1592165.94 6003 5204.75 | 1198515.73 | 1592393.22
4004 5239.54 11985583.14 1592196.37 6004 5204.50 [ 1198503.44 | 1592393.69
4005 5232.05 1198513.50 1592226.84 6005 5204.00 [ 1198478.86 | 1592394.63
4006 5224.98 1198473.12 1592256.32 6006 5203.45 [ 1198453.48 | 1592395.71
4007 5223.71 1198465.41 1592261.78 6007 5203.00 [ 1198432.38 | 1592396.61
4008 5221.63 1198427.02 1592274.83 6008 5201.72 | 1198403.77 | 1592400.51
4009 5214.04 1198386.25 1592303.67 6009 5201.00 | 1198387.80 | 1592402.68
4010 5206.27 1198345.73 1592332.95 6010 5203.00 [ 1198519.80 | 1592432.56
4011 5200.00 1198324.80 1592354.34 6011 5203.00 [ 1198433.30 | 1592397.92
4012 5262.00 1198732.36 1592091.04 6012 5200.60 [ 1198402.23 | 1592437.10
4013 5255.16 1198691.56 1592119.94 6013 5262.00 [ 1199279.43 | 1591222.16
4014 5254.17 1198685.65 159212413 6014 5263.00 [ 1199260.39 | 1591218.03
4015 5247.32 1198644.85 1592153.04 6015 5264.00 [ 1199207.94 | 1591212.06
4016 5240.48 1198604.05 1592181.94 6016 5265.00 [ 1199155.49 | 1591206.08
4017 5233.64 1198563.25 1592210.85 6017 5265.56 1199126.11 | 1591202.73
4018 5226.80 1198522.45 1592239.75 6018 5266.00 [ 1199088.78 | 1591230.35
4019 5219.95 1198481.66 1592268.66 6019 5267.00 [ 1199003.93 | 1591293.15
4020 5218.48 1198472.89 1592274.86 6020 5267.89 | 1198928.51 | 1591348.97
4021 5212.50 1198440.86 1592297.56 6021 5267.68 | 1198903.14 | 1591427.10
4022 5204.89 1198400.06 1592326.47 6022 5267.45 [ 1198875.24 | 1591513.01
4023 5197.27 1198359.26 1592355.37 6023 5267.23 | 1198847.37 | 1591598.82
4024 5262.00 1198735.68 1592095.74 6024 5266.99 | 1198820.73 | 1591683.32
4025 5255.16 1198694.89 1592124.64 6025 5266.75 | 1198794.06 | 1591767.91
4026 5254.17 1198688.98 1592128.83 6026 5266.51 | 1198767.39 | 1591852.50
4027 5247.32 1198648.18 1592157.74 6027 5266.27 | 1198740.72 | 1591937.10
4028 5240.48 1198607.38 1592186.64 6028 5266.04 | 1198714.05 | 1592021.69
4029 5233.64 1198566.58 1592215.55 6029 5265.85 [ 1198692.76 | 1592089.23
4030 5226.80 1198525.78 1592244.45 6030 5264.96 | 1198719.24 | 1592137.03
4031 5219.95 1198484.98 1592273.36 6031 5264.00 ([ 1198769.40 | 1592143.04
4032 5218.48 1198476.22 1592279.56 6032 5263.00 [ 1198821.72 | 1592149.31
4033 5212.48 119844419 1592302.26 6033 5262.00 [ 1198874.03 | 1592155.59
4034 5204.83 1198403.39 1592331.17
4035 5197.18 1198362.59 1592360.07
4036 5262.00 1198702.56 1592148.01
4037 5254.46 1198660.59 1592175.17
4038 5247.01 1198618.75 1592202.55
4039 5239.54 1198576.89 1592229.88
4040 5232.05 1198534.99 1592257.17
4041 5224.98 1198493.80 1592285.50
4042 5223.77 1198487.33 1592290.08
4043 5221.64 1198460.71 1592322.66
4044 5213.99 1198420.23 1592351.95
4045 5206.23 1198379.24 1592380.56
4046 5200.00 1198353.78 1592390.65
4047 5265.00 1198685.90 1592093.22
4048 5264.90 1198749.68 1592078.77
4049 5264.81 1198752.45 1592083.86
4050 5264.00 1198713.00 1592141.90
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February 9, 2016

Alex Sveda, PE

City Engineering Department
200 N. David St.

Casper, WY 82601

Re: Casper Landfill; 2015 Fill Volume.
Alex,

Survey personnel from CEPI performed a comprehensive topographic survey of the current
conditions at the Casper Regional Landfill on January 5t, 2016. Following discussions with
Travis Evans at Solid Waste Professionals of Wyoming (SWPW), and receiving their survey
information from the end of 2014, CEPI computed a volumetric analysis of Cells 1 and 2 using
AutoCAD Civil 3D. The final surface surveyed on January 5t included waste and cover material.

Comparing the final surface generated by SWPW at the end of 2014 with the surface surveyed by
CEPI on January 5th; 2016, a total volume of airspace consumed calculated at 285,660 cubic
yards.

Sincerely,
Civil Engingering Professionals, Inc

YA
James F. Jones, PLS

Civil Engineering Professionals, Inc.
6080 Enterprise Dr. = Casper, WY 82609
Phone 307.266.4346 = Fax 307.266.0103

www.cepi-casper.com



March 11, 2016

Alex Sveda, PE

City Engineering Department
200 N. David St.

Casper, WY 82601

Re: Casper Landfill; 2015 Fill Volumes, Cells C & D.

Alex,

Survey personnel from CEPI performed a topographic survey of the current conditions in Cells C
and D at the Casper Regional Landfill on February 11th, 2016. CEPI computed a volumetric
analysis of Cells C and D using AutoCAD Civil 3D. The original surface was obtained from an
AutoCadd drawing you furnished entitled “CRLF C&D_Cell 4_AS-Built 06_16_14_v2010.dwg”.
The final surface we surveyed on February 11th included waste and cover material.

Comparing the original surface generated by the June, 2014 drawing with the surface surveyed by
CEPI on February 11th, 2016, a total volume of airspace consumed calculated at 22,242 cubic
yards. The resulting contours and a selection of cross sections are illustrated on the attached
drawing,.

Sincerely,
Civil Engineering Professionals, Inc

o o

James F. Jones, PLS

Civil Engineering Professionals, inc.
6080 Enterprise Dr. * Casper, WY 82609
Phone 307.266.4346 * Fax 307.266.0103

www.cepi-casper.com
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FOREWORD

The goal of American Society for Photogrammnetry and Remote Sens-
ing (ASPRS) is to advance the science of phologrammelry and remote
sensing; te educate individuals in the science ol phologrammetry and
remote sensing: Lo foster the exchange of information pertaining to the
seience of photogranunetry and remote sensing: 1o develop, place into
practive, and maintain standards and ethies applicable w aspects of the
science; to provide a means for the exchange of ideas among those in-
terested in the sciences: and 10 encourage, publish and diswibute books,
pericdicals, treatises, and other schelarly and practical works to further
the science of phategrammetry and remute sensing,

This standard was devcloped by the ASPRS Map Accuracy Stan-
dards Working Group, a joint committee under the Photogrammetric
Applications Division, Primary Data Acquisition Division. and Lidar
Division, which was formed for the purpose of reviewing and updating
ASPRS map accuracy standards to reflect current technologics. A sub-
commitiee of this group, consisting of Dr. Qassim Abdullah of Wooi-
pert. Inc., Dr, David Maune of Dewberry Consultants, Doug Smilh of
David C. Smith and Associates, Inc.. and Hans Kar] Heidemann of the
U.S. Geclogical Survey. was responsible for drafting the document.

ASPRS POSITIONAL ACCURACY STANDARDS
FOR DIGITAL GEOSPATIAL DATA

1. PURPOSE

The objective of the ASPRS Positionad Accuracy Standards for Digital
Geospatial Darg is 10 replace the existing ASPRS Accuracy Stundards
Jor Lavge-Scale Mups (1990), and the ASPRS Guidelines, Verticai
decuracy Reporting for Lidar Data (2004) 1o betier address current
technolpgies,

This standard includes positional accuracy standards for digital
orthoimagery. digital planimetric data and digiral elevation data. Accu-
racy classes, bused on RMSE values, have been revised and upgraded
from the 1990 standard to address the higher accuracies achievable
with newer techinologies. The standard also inctudes additional accurs-
¢y measures, such as orthoimagery sean lines, aerial triangulation ac-
curacy, lidar refative swath-to-swath aceuracy, recommended minimum
Nominal Pulse Density {NFPD), horizontal accuracy of elevation data,
deliceation of low confidence areas for vertical data, and the required
aumber and spatial distribution of checkpoints based on project arca.

1.1 Scope and Applicability

This standard addresses geo-location accuracies of geospatial products
and it is not intended to cover classification accuracy of thematic maps.
Further, the standard does not specify the best practices or methodolo-
gies needed to meet the accuracy thresholds stated herein. Specific
requirements for the testing methodologies are specified as are some
ol the key clemental steps that are eritical to the development of data
il they are to mect these standards, However, it is the responsibility ol
the data provider to establish all final project design parameters, imple-
mentation steps and quality conerof proccdures aecessary to ensure the
data mneets final accuracy requirements.

The standazd is intended 10 be used by geospatial data providers
and users to specify the positional accuracy requirements far final
geospatial products,

1.2 Limitations

This standard is limited in scope Lo addressing accuracy thresholds and
testing methodologies for the most common mapping applications and
to meet inmediate shortcomings in the outdated 1990 and 2004 stan-
dards referenced above. While the standard is intended to be technol-
ogy independent and broad based, there are several specific aceuracy
assessment needs that were identified but are not addressed herein at
this time, including:

PHOTOGRAMMETRIC ENGINEERING & REMOTE SENSING

I. Methodologies for accuracy assessment of linear features (as
opposed to welt defined points);

. Rigorous totul propagated uncertainty (TPU) modeling {as op-
posed to ~ or in addition to - ground truthing against indepen-
dent data sources);

- Robust statistics for data sets that do not meet the criteria for
normally distributed data and therefore cannot be rigorously
assessed using the statistical methods specified herein;

4. Image quality factors. such as edge definition and other charac-
teristics;

5. Robust assessment of checkpoint distribution and density;

6. Alernate methodologies to TIN interpolation for vertical ac-
curacy assessnient.

This standard is intended 1o be the initial compenent upon which
future work can build. Additional supplemental standards or modules
shoulid be pursued and added by subject matier experts in these fields
as they are developed and approved by the ASPRS.

At this time this standurd does not reference existing internationat
standards. laternational standards could be addressed in fitere mod-
ules or versions of this standard if needed.

g%

[

1.3 Structure and Format

The standard is structured as follows: The primary terms and definitions,
reterences, and requirements are stated within the main body of the
standard, according & the ASPRS standards templaic and withowt ex-
tensive explanation or justification. Detailed supporting guidelines and
background information are attached as Annexes A through D. Annex
A provides a background summary of other standards, specifications
and/or guidelines relevant to ASPRS bul which do not salisfy cureent
requirements for digital geospatial data, Annex B provides accuracy/
quality examples and overall guidelines for implementing the standard.
Annex C provides guidelines for aceuraey lesting and reporting. Annex
D> provides guidelines for stutistical asscssment and examples for com-
puting vertical accuracy in vegetated and non-vegetated terrain,

2. CONFORMANCE

No confermance requirements are established for this standard.
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5. TERMS AND DEFINITIONS

absolure accuracy — A measure (hat accounts for all systematic and
random errors in a data set.

accuraey — The closeness of an estimated value {lor example, mea-
sured ar computed) o a standard or accepted {true) value of @ particular
quantity, Not 1o be confused with precision.

hius — A systematic error inherent in measurements due to some defi-
ciency in the measurement process or subsequent processing.

Blunder — A mistake resulting from carelessness or negligence.

confidence level — The percentage of pointy within a dala set that are
estimated 1o mect (ke stated accuracy: e.g., accuracy reporied at the
95 conlidence level means that 95% of the positions in the duta scl
will have an crror with respect to true ground position that are cqual to
or smaller than the reported accuracy value.

consolidated vertical acenracy (CVA) - Replaced by the term Veg-
clated Vertical Accuracy (VVAY) in this standard, CVA is the term used
by the NDEP guidelines for vertical accuracy at the 93* pereentile in
all tand cover categories combined.

fundamental vertical acciracy (FFAL — Replaced by the term Non-veg-

ctated Vertical Accuracy (NVA), in this standard. FVA is the term used
by the NDEP guidelines for vertical accuracy at the 95% confidence
tevel in open Lerrain only where errors should approximate a normal
grror distribution.

ground sample distance (GSD) - The linear dimension ol a sample
pixel's footprint on the ground. Within this document GSI is used
when referting to the collection GSD of the raw image. asswming
near-vertical imagery, The actual GSD of each pixel is not uniform
throughout the raw image and varics significantly with terrain height
and other factors. Within this document, GSIX is assumed to be the
value computed using the calibrated camera focal tength and camera
height above average horizontal terrait.

horizontal accuraey — The horizonta) (radial) component of the po-
sitional accuracy of a data set will respect 1o a horizontal datum, at a
specified confidence fevel.

inertial meastrement unit (IMU) - The primary component of an INS.
Measures 3 components of acceleration and 3 components of rotation
ysing orthogonal triads of accelerometers and gyros,

inertial navigation svstem (INS} — A selfocontained navigation systemt,
comprised of severat subsystems: IMU. navigation compuier, power
supply, interface, ete. Uses measured accelerations and rotations o
estimate velocity. position and orientation. An unaided INS loses ac-
curacy over lime, dus to gyro drift.

kurtosis ~The measure of relative “peakedness” or flatness of a distri-
Bution compared with a normally distributed data set, Positive kurtosis
indicates a relatively peaked distribution sear te mean while negative
kurtosis indicates a flat distribution near the mean.

Toeal geenracy - The uncestainty in the coordinates af points with

respect to coordinates of other directly connected. adjacent points al
the 95% confidence level,
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mean ervor - The average positional error in a set of values for one
dimension (x, y, or z): obtained by adding all errors in a single dimen-
sion together and then dividing by the total number of errors for that
dimension.

netwark acenracy = The uncertainty in the coordinates of mapped
potnis wilh respeet to the geodetic datum al the 95% confidence level,

non-vegetated vertical accuracy (NVA) - The vertical accuracy al
the 95% conlidence fevel in non-vegelated apen terrain, where errors
should approximate @ normal distsibution.

percentite — A measure used in statistics indicating the value below
which a given percentage of observations in a group of observations
fall. For example, the 95th percentile is the value {or score) below
which 95 percent ol the observations may be found. For accuracy test-
ing, percentile calculations are based on the absolute values of the cr-
rors. as it is the magnitude of the errors, not the sign that is of concern.

pixel resolution or pixel size - As used within this document, pixel size
t the ground size of a pixel in a digital orthoimage, after all rectifica-
tions and resampling procedures.

pasitional errar — The difference between data set coordinate values
and coordinate values from an independent source of higher accuracy
for identical points.

positional acenracy — The aceuracy of the position of features, includ-
ing horizontal and vertical positions, with respect to horizontal and
vertical datums,

precision (repeatahility) - The closeness with which measurements
agree with each other, even though they may all contitin a systematic
bias.

relative arerracy - A measure of variation in point-io-point accuracy
It o daia set

resolution - The smallest unit g sensor can detect or the smallest unit
an orthoimage depiets. The degree of fineness 1o which a measurement
can be made.

raot-mean-square ervor (RMSE) — The square root of the average of
the set of squared differences between data set coordinate values and
coordinate values from un independent source of higher accuracy for
identical points,

skew — A measure of symmetry or asymmetry within a data set. Sym-
metric dats will have skewness 1owards zero,

standard deviation - A measure of spread or dispersion of a sample ol

errors around the sample mean error, His a measure of precision, rather

than accuracy; the standard deviation does not account for uncarrected
systematic errors,

supplemental vertical accuracy (SVA) ~ Merged into the Vegetated
Vertical Aceuracy (VVA) in this standard, SVA is the NDEP guidelines
term for reporting the vertical accuracy at the 93 percentile in cach
separate land cover category where vertical crrors may not follow a
normal errov distribution,

sypstematic eirer — An errer whose algebraic sign and, te some extent,
magnitude bears a fixed relation to some condition or sel of conditions.
Systemanc errars follow same fixed pattern and are introduced by data
collection procedures, processing or given datun,
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unceriainty {of measurement) —~ a parameter (hat characterizes the
dispersion of measured values, or the range in whicl the “true” value
most likely lics. [t can also be defined as an estimate of the limits of
the crror in a measurement {(where “error” is defined as the difference
between the theoretically-unknowable “true” value of a parametér and
is measured value).Standard uncertainty refers 1o uncertainly ox-
pressed as a standard deviation.

vegelated vertivel accuracy (VF4) — An estimate of the vertical acou-
tacy, based on the 95% pereentile, in vegetated terrain where crrors do
not necessarily approximate a normal distribution.

vertical aceuracy —The measure of the positicnal accuracy ol a dala
sel with respect to a specified vertical datum, at a specified confidence
level or percentile.

For additional terms and more comprehensive definitions of the terms
abave, reference is made to the Glossary of Mapping Sciences; Manual
of Photogranuneny, 8 edition; Digital Elevation Model Technologies
anid Applications: The DEM Users Manual, 2 edition, and/or the
Munual of divborae Topographic Lidar, ali published by ASPRS.

6. SYMBOLS, ABBREVIATED TERMS,
AND NOTATIONS

ACC, - the horizontal (radial) accuracy at the 95% confidence level
ACC, - the vertical linear aceuracy at the 95% confidence level
ASPRE - American Suciety for Photogrammenry and Remote Scnsing
CVA - Consolidated Vertical Accuracy

DEM -~ Digital Elevation Maode!

DTM - - Digital Terrain Model

FVA - Fundamental Vertical Accuracy

GSD — Ground Sample Distance

GNSS - Global Navigation Satellite Systens

GPS - Global Positioning System

IMU ~ Inertial Measurement Unit

INS - [nertial Navigation System

NGPS — Nominal Ground Point Spacing

NPD - Nominal Pulse Density

NMAS — National Map Accuracy Standard

NPS - Nominal Pulse Spacing

NSSDA ~ National Standard for Spatial Data Accuracy

NVA — Non-vegetated Vertical Accuracy

RMSE, —the harizontal linear RMSE in the radial direction that in-
cludes both x- and y-coordinate errors.

RMSE, — the horizontal linear RMSE iu the X dircction (Easting)
RMSE, - the horizonta! linear RMSE in the Y direction (Northing)
RMSE, - the vertical linear RMSE in the Z direction (Elevation)
RMSE — root-mean-squate-error

RMSD, — root-mean-square-difference in clevation {2)

SVA ~ Supplemental Vertical Accuracy

TIN - Triangulated Irregular Network

VVA - Vegetated Vertical Accuracy

x —sample mean vrror, fou x

v — sample standard deviation

y, — sample skewness

r, — sample kurtosis
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7. SPECIFIC REQUIREMENTS

This standard defines accuracy classes based on RMSE thresholbds for
digital orthoimagery, digilal planimetric data, and digital elevation dala.
Testing is always recommended but may not be required for all data
sets: specific requirements must be addressed in the project specifications.

When testing is required, horizontal aceuracy shail be tested by
compafing the planimetric coordinaies of well-defined points in the
data set with cosrdinates determined [tom an independent source of
bigher accuracy. Vertical agcuracy shall be tested by comparing the
elevations of e surface represented by the data set with elevations
determined from an independent source of higher aceuracy. This is
done by comparing the clevations of the checkpoinis with clevations
interpolated from the data set at the same x/y coordinates. See Annex
C, Section C.11 for detailed guidance on inierpolation methods.

All aceuracies arc assumed 1o be relative to the published datum
and ground control network used for the data sct and as specified in
the metadata, Ground centrel and checkpoint accuracies and processes
should be established based on project requirements. Unless specified
to the contrary, it is cxpeeted that all ground control and checkpoints
should normally follow the guidelines for network accuracy as detailed
in the Geospatial Positioning Aceuracy Standards, Part 2: Standards for
Geodetic Networks. Federal Geedetic Control Subcommittec. Federal
Geographic Data Cominittee (FGDC-STD-007.2-1998). When local
control is needed to meet specific accuracies or project needs, it must
be elearly identified both in the project specifications and the metadata.

7.1 Statistical Assessment of Horizontal and
Vertical Accuracies

Horizontal accuracy is te be assessed using root-mean-square-crrer
(RMSE) statistics in the horizental plane, i.c., RMSE,, RMSL, and
RMSI,. Vertical aceuracy is to be assessed in the z dimension only. For
venical accuracy testing, different methods are used in non-vegetated
terrain {where errors typically follow a normal distribution suitable for
RMSE statistical analyses) and vegelated lerrain (where crrors do not
necessarily follow @ normal distribution). When errors cannot be rep-
resented by a normal distribution, the 45" percentile value more fairly
estimutes accaracy at a 95% coufidence level. For these reasons verti-
cal aceuracy is 1o be assessed using RMSE, slatistics in non-vegetated
terrain and 9% percentite stalistics in vegetated terrain. Elevation data
sets shall also be assessed for horizontal accuracy where possible, as
autlined in Scetion 7.5.

With Lhe cxeeption of vertical data in vegetated terrain, ¢rror thresh-
olds stated in this standard arc presented in terms of the acceptable
RMSE value. Corresponding estimates of accuracy at the 95% confi-
dence level valucs are computed using National Standerd for Spatial
Duta Accuracy (NSSDA) methodologies according to the assumplions
and methods outlined in Annex D, Accuracy Statistics and Examples.

7.2 Assumptions Regarding Systematic
Errors and Acceptable Mean Error

With the exception of vertical data in vepetated ferraiy, the assessment
methods outlined in this standard, and in particular those related to
computing NSSDA 95% confidence level estimates, assume that the
data set ertors are normally distributed and that any significant system-
atic errors or biases have been removed, 1t is the responsibility of the
data provider 1o test and verify that the data meet thase requirements
including an evaluation of statistical paramerers such as the kurtosis,
skew. and mean error, as well as removal of systematic ervors or biases
in order to achicve an acteptable mean ceror prior fo dejivery.
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The exacl specification of an acceplable value for mean crror may
vary by project and should be negotiated between the data provider and
the client. As a general rule, these standards recommend that the mean
crror bo tess (han 25% of the specified RMSE vatue for the project. If a
larger incan error is negotiated as acceptable, thiz should be document-
ed in the metadata. Tn any case, niean crrors that are greater than 25%
of the target RMSE. whether identified pre-delivery or post-detivery.
should be investigated to determine the causc of the error and to detet-
minc what actions, if any, shoukl be taken, These findings should be
clearly documented in the metadata.

Where RMSE testing is performed. diserepancies between the x. v, ot
7 coordinates of the ground point check survey and the data sct that ex-
ceed three times the specificd RMSE error threshold shall be interpreted
as blunders and should be investigated and either corrected or explained
before the data is considered to meet this siandard. Blunders may not be
discarded without proper investigation and explandtion (6 the metadata.

7.3 Horizontal Accuracy Standards for
Geospatial Data

Table 7.1 specifics the primary horizontal accuracy standard for digital
data, including digital orthoimagery. digital planimetric data, and
scaled planimetric maps. This standard delines horizontal accuracy
classes in terms of their RMSE_and RMSE, values. Whike priot
ASPRS standards used numerical ranks for discrete accuracy classes
tied directly to map scale (i.e., Class 1. Class 2, etc.), many moedern ap-
plications require more flexibility than these ctasses allowed, Further-
more, many applications of horizontal accuracy cannot be ticd direetly
to compifation scale, resolution of the souree imagery. or final pixel
resolution.

A Scope of Work, for example, can specify that digttat ortheimag-
ery, digital planimetric data, or sealed maps must be produced 1o meet
ASPRS Accuracy Standards for 7.5 em RMSE, and RMSL, Horizonial
Accuracy Class. ‘

Annex B includes extensive examples that relate aceuracy classes of
this slandard to their cquivalent classes according to legacy standards.
RMSE and RMSE, recommendations for digital ortheimagery of vari-
ous pixel sizes are presented in Table B.53. Relationships to prior map
accuracy standards are presented in Table B.6. Table B.6 lists RMSE,
and RMSE, recommendations for digital planimeiric data produced
from digital imagery at variotss GSTs and their equivalent map scales
according to the legacy standards of ASPRS 1996 and NMAS of 1947.
The recommended associations of RMSE_and RMSE | pixel size, and
GSD that are preseneed in (he above mentioned tables of Annex B are
hased on current status of mapping teehnologics and best praclices.
Such associatiens may change in the future as mapping technologics
continue to advance and evolve.

7.4 Vertical Accuracy Standards for
Etlevation Data

Vertical accuracy is computed using RMSE stalistics in non-vegetated
terrain and 95" porcentile statistics in vegetated twetrain, The naming
convention for cach vertical aceuracy class is directly associated with
the RMSE expected from the produet. Table 7.2 provides the verti-
cal aceuracy classes numing convention for any digital clevation data.
Haorizontal accuracy requirements for elevation data ave specified and
reported independent of the vertical accuracy requirements. Section 7.5
outlines the horizontal accuracy requirements (or clevation data.
Annex B includes examples on typical vertical accuracy values for
digital clevation data and examples on relating the vertical accuracy of
this standard to the legacy map standards. Table B.7 of Annex B lists
16 common vertical ageuracy classes and their vorresponding accuracy
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Tapie 7.1 TToRizoNTAL ACCURACY STANDARDS FOR GEOSPATIAL Data

Liorizontai Absolute Accuracy
Accurcy - Orthoimagery Musaic
Cluss RMSE, and RMSE, RMSE. | Horizontal Accuracy at 95% Coufidence Lovel (em) Seamline Mismatch (cm)
i (em}) (cm)
X-om <X <1414y L2.448% Y <X
TanLE 7.2 VERTICAL ACCURACY STANDARDS FOR DGITAL ELEVATION Data
Absolute Accuracy Relative Accuracy (where applicable)
Yertical
T ) . —ta s IRPR e
Accuraey RMSE, Noa- NVA' 0L 95% VVAL at 951 ‘Vi 1t-]:m Swiith B Swath-to-Swath . Swath-to-Swath
Class Vegetated (em) | Conlidence Level (cm) | Percentife (cm) Hard Surface Repentability | Nen-Yegetated Terrain | Non-Vegetated Terrain
& (Max DHIT) (cm) (RMSD,) (cm) (Mux Diff) {cm)
Neem =X 21L90%Y =3.00%Y 0,60+ <GB0 Y <].60%Y

vitlues and other quality measures according 1o this standard, Table B.8
of Annex B provides the equivalent vertical accuracy measures for the
same ten classes according to the legacy standards of ASPRS 1996 and
NMAS of 1947, Table B.9 provides examples on vertical accuracy and
the recommended lidar points density for digital elevation data accord-
ing to the new ASPRS 214 standard.

The Non-vegeinted Vertical Accuracy at the 95% confidence level
in non-vegetated lerrain (NVA) is approximated by multiplying lhe
accuracy value of the Vertical Accuracy Class (or RMSE,) by 1.9600.
This caleulation includes survey sheckpoints located in wraditional open
terrain (bare soil, sand, rocks, and short grass) and urbas terrain (as-
phalt and conerete surfaces), The NVA, based on an RMSE, multiplier,
should be used enly in non-vegelated ferrain where elevation errors
typically fotlow a normal error disiribution. RMSE,-bastd statistics
should not be used to estimmate vertical aceuracy in vegetated terrain or
where clevation errors often de not follow a normal distribution,

The Yegetated Vertical Accuracy at the 95% confidence level in
vegetated terrain (VVAY} is computed as the 95% percentile of the abso-
lute value of vertical ervors in ail vegetated land cover categories com-
bined, inctuding tall weeds and crops, brush lands, and fulty forested
areas. For all vertical accuracy classes, the VVA standard is 3.0 times
the accuracy value of the Vertical Accuracy Class.

Both the RMSE and 95" percemile methadologies specified above
are currently widely accepted in standard practice and have been
proven to work well for typical clevation data sets derivd from current
technologies. However, both methodolegies have limitations, particu-
larly when the number of checkpoints is small. As more robust statisti-
cal metheds are developed and accepted, they will be added as new
Anncxes lo supplement and/or supersede these existing methodologies.

7.5 Horizontal Accuracy Requirements for
Elevation Data

This standard specifics horizontal accuracy thresholds for two types of
digital elevation data with different horizontal accuracy requiremens:

+ Phoetogrammetric Elevation Data: For elevation data derived
using stereo photogrammetry, the horizonlal accuracy equates
to the horizontal accuracy class that would apply to planimetric
data or digital orthoimagery produced (rom the same source
imagery, using the same aerial triangulation/INS solution,

* Lidar Efevation Data: Horizontal error in lidar derived eleva-
tion data is largely a function of positional errar as derived
from the Global Navigation Satellite System (GNSS), attitude
{angular orlentation) error {as derived [rom the INS) and {lying
altitude; and can be estimated based on these parumeters. The
following equation’ provides an cstimate for the horizental ac-
curacy for the lidar-derived data set assuming that the position-
al accuracy of the GNSS, the autitude accuracy of the Inertia)
Measurement Unit (EMU) and the flying altitude are known:

Lidar Horizontal Error( RMSE, ) =

3

M__________tan(hWU crror) X flving a!fimde)

{GNSS positional err.')r)2 +(
0.55894170

The above equation considers flying altitude (in meters), GNSS errors
(radlial, in con), IMU errors (in decimal degrees), and other factors such
as ranging and timing errors {(which is estimated 1o be equal to 25% of
the orientation errors). [n the above equation, the values for the “*GNSS
positional error™ and the “IMU error” can be derived from published
manufacturer specifications for both the GNSS receiver and the IMU.

t the desired horizonial accuracy figure for lidar data is agreed upon,
then the fellowing equation can be used to estimate the flying altitude:

Flving AMeitrede =
N.55894170
anl /MU crrar)

\! {Lidar Flovizontal Error (R;\f.S‘EJ'))" —(GNSS pasitionul error)?

Table B. 10 can be used as a guide Lo estimate the horizontal errors
1o be expected from lidar data a1 various ying alitides, based on
estimated GNSS and IMU errors.

! Statistieally, in non-vegetaled terrain and clsewhere when elevation errors follow a nermal distribution. 68.27% of errors are within one standard deviation (s} of
the mean evror, 5.45% ol errors are within (2 * 5) of the mean error, and 99.734%% of errors are within (3 * $) ol the mean error. The equation {1.9600 * 5) is used

to approximate the maximum errer either side of the mean that applies te 95% of the values. Standard deviations do not accownt lor systematic errors in the data

sl thal remain it the mean crror. Because the mean error rarely equals zero, this must be accounted for, Based on empirical results, if the mems emor is small, the
sample size sufficiently large and the data is nermatly distiibuted, 19600 * RMSE, is often used as a simplificd approximation 1o compuie the NVA at a 95% conii-
dence fevel. This approximation tends (o overestimate the error range as the mean error increases. A precise estimate requires & more robust statistical computation
based on the standard deviation and mean error. ASPRS encourages standuord deviation, mean error. skew, kurtosis and RMSE o all be computed m error analyses in
order to more fully evaluate the magnitude and distribution of the estimated error.

* ¥VA standards do nat apply to areas previously defined as low confidence areas and delineated with a low confidence polygan (see Appendix C). 1§ VVA accuracy
15 required for the (all data set, supplemental fictd survey dina may be required within low confidence areas where VVA accuracies cannot be achioved by the remote
sensing methed being used for the primary data set,

* The method presented here is one approach; there are other methods for estimating the Lorizontal accuracy of lidar data sets, which are not presented herein
{Abdullah, Q., 2014, unpublished data).
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"Guidelines far testing the borizonal accuracy of elevation data sets
derived from lidar are vutlined in Annex €.

Horizontal accurzcics at the 95% confidence level, using NSSDA
reporting methods for cither “produced to meel™ or “{ested to meet”
specifications should be reported for all elevation data seis.

Far technologics or project requirements other than as specified
ahove for photogrammetry and aitborne lidar, appropriate horizontal
accuracics should be negotiated between the data provider and the cli-
ent. Specific error hresholds, accuracy threshotds or methods for test-
ing will depend on the technology used and praject design. The data
provider has the responsibility to establish appropriate mothodologies,
applicable to the technologies used, to verify that hotizonlal accuracies
meet the stated project requirements.

7.8 Low Confidence Areas for Elevation Data

Il the VVA standard cannot be met, luw confidence area polygons shall
be deveioped and explained in the metadata. For elevation data derived
from imagery. the low conlidence arcas would include vegetaled areas
where the ground is not visible in sterco. For elevation data derived
from lidar, the low confidence areas would include dense corntields.
mangrove ot similar impenetrable vegetation. The low confidence

area polygons are the digilal equivalent to using dashed contours in
past stanclards and practice. Annex €, Aceuracy Testing and Reporting
Guidelines. oullines specific guidelines for implementing low confi-
dence arca polygons,

7.7 Accuracy Requirements for Aerial
Triangulation and INS-based Sensor
Orientation of Digital Imagery

The quality and accuracy of the acrial triangulation (if performed) and/
or the Incrtial Navigation System-based (INS-based) sensor orienta-
tions (if used for dircet orientation of the camera) play a key role in
determining the final accuracy of imagery derived mapping protucts.

For photogrammeiric data sets, the aerial triangukation and/or INS-
sased dircel orientation accuracies must be of higher accuracy than is
needed for the final, derived products.

For INS-based direct orientation, image orientation angles quality
shall be evaluated by comparing checkpoint coordinates read from the
imagery (using stereo pholegrammeiric measurements or other appro-
priate method) to (he coordinates ol the checkpoint as determined from
higher accuracy source dala .

Acrial triangulation accuracies shall be evaluated using one of the
following methods:

i. By comparing the values of the coordinates of the cheekpoints
as computed in the aeriat triangulation solution to the coordi-
nates of the checkpoints as determined from higher accuracy
source data;

2. By comparing the values of the coordinates tead from the
smagery (using sterco photogrammetric meassrensents of other
appropriate method) Lo the coordinates of the checkpoint as
determined from higher accuracy source data.

For projects providing deliverables that are only required to mect
aceuracies in x and y (orthoimagery or two-dimensional vector data),
acrial trianguiation errors in z have a smalier impact on the horizontal
error budgcet than errers in x and y. fn such cases, the aerial triangula-
tion requirements for RMSE, can be relaxed. For this reason the stan-
dard recognizes two different criteria (or aerial triangulation accuracy:

» Accuracy of aerial triangulation designed for digital planimetric
data (orthoimagery and/or digital planimetric map) only:

A8 Myrch 2018

RMSE,r, or RMSE, \7, = 2 * RMSE 4 0F BMSE, 1y
RMSE, ., = RMSE“MW or RMSE_V(an, of orthoimagery
Note: The exact coptribution ol aerial tiangulation errors in 2
to the overall horizontal ervor budget for the products depends
on ground paint jocation in the image and other factors. The
relationship stated here for an RMSE, (AT) of twice the allow-
able RMSE in x or y is a conservative estimate that accom-
modates the typical range of common camera geometries and
provides allowance for many other factors that impact the
horizontal error budgel.

+ Accuracy of aerial trizngulution designed for clevation data, or
planimetiic dala (orthoimagery and/or digital planimetsic map)
and elevation data production:

RMSE, 41 RMSE, gy of RMSE 1, — %2 * RIMSE,
RMSE, ot RMSE iy

Annex B. Data Accuracy and Quality Examples. provides practical
examples ol these Tequirements.

7.8 Accuracy Reguirements for Ground
Contro! Used for Aerial Triangulation

Ground control points used for aerial triangulation should have higher
accuracy than the expecled accuracy of derived products according to
the following two categories:

+ Accuracy of ground control designed for planimetric data (or-
thoimagery andor digita planimetric map)production anly:
RMSE, or RMSE, = 1/4 ¥ RMSE, 0 0 RMSE, 00
RMSE, = i/:z * RMSE, g 0F RMBSE, 0 ‘

« Accuracy of ground control designed for elevation data, or
planimetric data and elevation data production:

RMSE,. RMSE, or RMSE= 1/4 * RMSE, ;.. RMSE 08
RMSE, o

Annex B, Data Accuracy and Quality Examples, provides practical
cxamples of these requircments.

7.9 Checkpoint Accuracy and Placement
Requirements

The independent source of bigher accuracy for checkpoints shall be
ai least three times morc aceurate than the required accuracy of the
geospatial data set being tested.

Horizontal cheekpoints shall be established at well-defined points. A
weli-defined point represents a feature for which the horizontal pasition
can be measured (0 a high degree of aceuracy and position with respect
to the geodetic datum. For the purpose of aceuracy testing, well-defined
points must be easily visible or identifiable on the ground. on the inde-
pendent souree of higher accuracy. and on the product itself. For testing
orthoimagery, well-defined points shall net be selected on features
clovated with respect to the elevation maodei used 1o rectify the imagery.

Unlike horizontal checkpoints, vertical checkpoints are not necessar-
iy required to be clearly defined or readily identifitable point features.

Vertical ¢heckpoints shatl be established al locations that minimize
interpalation errors when comparing elevations interpolaled [rom the
daia set to the elevations of the checkpoints. Vertical checkpoints shall
be surveyed on flat or uniformly-sloped open terrain and with slopes
of 10% or less and should avoid verical artifacts or abrupt changes in
elevation,
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7.10 Checkpoint Density and Distribution

When testing 15 to be performed, the distribution ol the checkpoints
will be project specific and must be determined by mutuval agreement
between the data provider and the end user. In no case shall an NVA,
digital orthoimagery accuracy or planimetric data accuracy be based
on less than 20 checkpoints.

A methodelogy te provide quantitative characterization and speci-
fication of the spatial distribulion of checkpoints across the project
extents, accounting for fand cover type and project shape, is both
realistic and necessary. But until such a methodalogy is developed and
aceepted, checkpoint density and distribution will be based primarity
on empirical results and simplified arca based methods.

Amnex €, Accuracy Testing and Reporting Guidelines, provides
details on the recommended chieckpoint density and distribution. The
requircments in Annex C may be superseded and updated as newer
methods for determining the appropriate distribution of checkpoints
are established and approved.

7.11 Relative Accuracy of Lidar and IFSAR
Data

Relative aceuracy assessment characterizes the imernal geometric quality
of an elevation data sel witheut regard to surveyed ground control. The
assesstnent includes fwo aspects of data quality: within-swath accuracy
(smooth surface repeatability), and swath-to-swath aecuracy. Within-
swath accuracy is usually onty associated with lidar colleetions. The re-
quircments for relative accuracy are more siringent than those {or absolute
accuracy. Acceptable limits for relative aceuracy are stated in Table 7.2,

For lidar collections, within-swath relative accuracy is a measure
of 1he repeatability of the systemn when detecting flat, hard surfaces.
Within-swath relative aceuracy also indicates the internal stability of
the instrument. Within-swath accuracy is cvaluated against single
swath data by differencing two raster ¢levation surfaces generated from
the minimum and maxiroum point elevations in cach cell (pixel), taken
over simall test areas of relatively flat, hard surfaces. The raster cell size
should be twice the NPS of the lidar dara. Suitable test areas will have
preduced only single return lidar poings and will not include abrupt
changes in reflectivity {e.g., large paint stripes, shilts between black
asphalt and white concrete, ete.), as these may induce elevation shifts
that could skew the assessment, The use of a difference test normalizes
for the actual elevation chunges in the surfuces. Acceptable threshiolds
{or each accuracy class are based on the maximum difference between
minirmum and maximun values within cach pixel.

For lidar and 1FSAR collections, relative accuracy between swaths
{swath-lo-swath} in overlap areas is a measure of the quality of the
system calibration/bore-sighting and airborne GNSS trajectories.

Swalth-to-swath relative accuracy is assessed by comparing the ¢l-
evations of overlapping swaths. As with within-swath accuracy assess-
ment, the comparisons are performed in areas producing enly single
return lidar points. Elevations are extracted at checkpoint locations
fren1 erch of' the overlapping swaths and computing the root-mean-
square~difference (RMSD,) ot the residuals. Because neither swath
represents an independent source of higher accuracy, as used in RM-
SE, ealculatiens, the comparison is made using the RMS differences
rathier than RMS errors. Alwrnatively, the so called “delta-z” raster file
representing the differences in ¢levations can be gencrated from the
subtraction of the two taster files created for cach swath over the entire
surfage and it can be used to calculate the RMSD,. This approach has

the advantages of a more comprehensive assessment, and provides the
user with a visual representation of the error distribution.

Amex C, Acouracy Testing and Reporting Guidelines, outlines
specific criteria for selecting checkpoint locations for swath-to-swath
aceuracies. The requirements in the annex may be superseded and up-
dated as newer metheds for determining the swath-to-swath accuracies
arc ¢stablished and approved.

7.12 Reporting

Horizontal end vertical accuracies shall he reported in terms of compli-
ance with the RMSE thresholds and other quality and accuracy criteria
outlined in this standard. In addition to the reporting stated below,
ASPRS endorses and encourages additional reporting statements stat-
ing the estimated accuracy at a 95% confidence fevel in accordance
with the FGDC NSSDA standard referenced in Section 3, Formulas for
relating the RMSE thresholds in this standard to the NSSDA standard
are provided in Annexes B and D,

[f testing is performed. uccuracy statements should specify that the
data are “lested to mest” the stated accuracy.

If testing is not performed, accuracy statements should specify that
the data are “produced fo meet” the stated accuracy, This “produced to
meel” statement is equivalent o the “compiled (0 meet™ statement used
by prior standards when referring to cartographic maps. The “produced
to meet” method is appropriate for mature or established technologies
where established procedures for project design, quality control and
the evaluation of relative and absolute accuracies compared 1o ground
control have been shown to produce repeatable and relirble results.
Detailed specifications for testing and reporting to mect these require-
ments are outiined in Annex C,

The horizontal accuraey of digital orthotmagery, planimetric data,
aud elevation data sets shall be documented in the metadata in one of’
the following manners:

+  “This data set was tested to mect ASPRS Positional Accuracy
Standards for Digital Geospatial Data (2014) fora__ {em)
RMSE, / RMSE, Horizontal Accuracy Class. Actual positional
accuracy was found to be RMSE, = (cm)and RMSE, =
___cm which equates to Positional Horizontal Accuracy = +/-

. at93% confidence level.?

+  This data set was prodoced to meet ASPRS Posttional Ac-
curacy Standards for Digital Geospatial Dxata (2014) for a
___{em) RMSE, / RMSE, Harizomal Accuracy Class which
equates to Posttional Horizontal Accuracy =+ cmata
95% confidence fevel.”8

The vertical accuracy of clevation data sets shall be decumented in the
metadata in one of the following manners:

+ "This data set was tested to meet ASPRS Positional Accuracy
Standards for Digilal Geospatial Data (2014) fora___{cm)
RMSE, Vertical Accuracy Class. Actual NVA accuracy was
found to be RMSE, = ___ can. cguating lo +/- __ om at 95%
confidence Iovel Actual VVA accuracy was found to be +#/-
cm at the 5% percentile.™

*  “This data set was produced 1o meet ASPRS Positional Accu-
racy Standards for Digilal Geospatial Data 2014) fora ___ cm
RMSE, Vertical Accuracy Class equaling to NVA =+/-__ _cmal
95% confidence level and VVA =4/ cm at the 95" percentile’

* "Tested to neet” is (o be used only II'the data accuracies were verified by testing against independent check points of higher accuracy.

*Produced 10 meet™ should be used by the data provider 1o assert that the data meets the specified accuracies, based on established processes that produce known
results, bul that independent testing against check points ol higher accuracy was not performed,
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ANNEX A - BACKGROUND AND JUSTIFICATIONS (INFORMATIVE)

A.1 LEGACY STANDARDS AND

GUIDELINES

Accuracy standards for geospatial data have broad applications nation-
ally and/or internationaily, whereas specifications provide technical
requirements acceptance criteria that a geospatial prociict must con-
form e in order Lo be considered acceptable for a specific intended use.
Guidelines provide recommendations for acquiving, pracessing and/or
analyzing geospatial data. normally intended to promote consistency
and industry best practices.

The fullowing is a summary of standards, specifications and guide-
lines relevant to ASPRS but which do not fully satisfy current require-
ments for accuracy standards for digital geospatial data:

A0

The National Map Accuracy Standard (NMAS)Y of 1947 cstab-
lished horizenta] accuracy 1hresholds for the Cirendor Map de-
erracy Standard (CMAS) as a function of map scale. and vertical
accuracy thresholds for the Vertical Map Accuracy Standuard
(VMAS) as a function of contour interval - both reporicd at the
90% confidence level. Because NMAS aceuracy thresholds are a
function of the map seale andfor contour interval of a printed map,
they arc inappropriate for digital geospatial data where scale and
contour intervat are changed with a push of a button while not
changing the underlying horizontal and/or vertical aceuracy.

The ASPRS 1990 Aceuracy Standurds for Large-Scale Maps es-
tablished horizontal and vertical accuracy thresholds in terms of
RMSE values in X, Y, and Z at ground scale. However, because
the RMSE thresholds for Class 1, Class 2, and Class 3 products
pertain to printed maps with published map scales and contour
intervals, these ASPRS standards from 1990 are similarly inap-
propriate for digital geospatial data.

The National Standard for Spatial Data Acctracy {NSSDA),
published by the Federal Geographic Data Commutiee (FGDC) in
1998, was developed to report aceuracy of digital geospatial data
at the 93% confidence lavel as a function of RMSE vatues in X,
Y. and Z at ground scale, unconstrained by map scale or contour
interval. The NSSDA states, “The reporting standard in the hori-
zontat component is the radius of a circle ol uncerlainty, such that
the true or thearetical location of the point falls within that circle
95% of the time. The reporting standard in the vertical compo-
nent is a linear uneertainty value, such that the true or theoretical
location of the peint fals within +/- of that lincar uncertainty
value 95% of the time. The reporting aceuracy standard should

be defined in metric (Tnternational System of Units, SI) units.
Flowever, accuracy will be reported in English units (inches and
feet) where point coordinates or clevations are reported in Eng-
tish units. The NSSTIA uses root-mean-sguare error (RMSE) to
estimate positional accuracy. Aceuracy reported at the 93% con-
fidence level means that 95% of the positions in the data set will
have an crror with respeet to truc ground position that is cqual

10 or smatler than the reported accuracy value.” The NSSDA
daes not define threshold accuracy values, stating “Agencies are
encouraged (o establish thresholds for their product specifications
and applications and for contrecting purposes.” In its Appendix
3-A, the NSSDA provides equations for converting RMSE vatues
in X, Y, and Z imo horizontal and vertical accuracies at the 95%
confidence levels, The NSSDA assumes normat error distribu-
tions witl: systematic errors eliminated a3 best as possivle.

The National Digital Elevation Program (NDEP} published the
NDEP Guidelines for Digital Elevation Duta in 2004, recogniz-
ing that Hdar errors of Digital Terrain Models (DTMs) do not
nevessarily follow a novmal distribution in vegetated terrain.
The NDEP developed Fundamental Vertical Accuracy {FVA),
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Supplemental Vertical Accuracy {SVA) and Consolidated Verti-
cat Accuracy (CVA). The FVA is computed in non-vegctated,
apen terrairs only, based on the NSSDA's RMSE, * 1.9600
vecause clevation errors in open terrain do tend Lo follow a nor-
mal distribution, especially with a jarge number of checkpoints.
SVA is computed in individual land cover categories, and CVA
is computed in all land cover catcgaries combined - both based
on 95" percentile crrors (insiead of RMSE mwltipliers) because
crrors in DTMs in other land cover categories, especially
vegetated/forested arcas, do not necessarily follow a normat
distribution. The NDEP Guidelines, while establishing altema-
tive procedures for testing and reporting the vertical aceuracy
ol elevation data sels when errors are not nermally distributed,
alsa do not provide aceuracy thresholds or quality levels.

The ASPRS Guidelines: Vertical Accuracy Reporting for Lidar
Daia, published in 2004, essentially endorsed the NDEP Guide-
lines. Lo include FVA, SVA, and CVA reporting, Sinularly, the
ASPRS 2004 Guidetines, while endorsing the NDEP Guide-
lines when clevation errors are nat normally disiributed, also do
nol provide accuracy thresholds or quality levels.

Belween 1998 and 2010, the Federal Emergency Management
Agency (FEMA) published Giidelines and Specifications for
Flood Hazard Mapping Partners that incladed RMSE, thresholds
and requirements for testing and reporting the vertical accuracy
separately for ali major land cover categories wilhin floodplains
being mapped for the National Flood Insurance Program (NFIP).
With its Procedizre Memorandum No, 61 - Standards for Lidar
and Other High Quality Digital Topography. dated 27 September
2010, FEMA endorsed the USGS Draft Lidhur Base Specifica-
iions V13, relevant to floodplain mapping in arcas of highest
(iood risk anly, with paorer aceuracy and point density in arcas
of lesser fiood risks. USGS" draft V13 specification subsequently
hecame the LISGS Lidar Base Specification V1.0 specification
summarized below, FEMA’s Guidelines and Procedures only
address requirements for flood risk mapping and do not represent
accuracy standards that are universally applicable.

In 2012, USGS published its Lidar Base Specification, Version
£.0. which is based an RMSE, of 12.5 em in open terrain and
clevation post spacing no greater than | to 2 meters. FVA, SVA,
and CVA values are also specified. This document is not a
standard but & specification for lidar data used to populate the
National Elevation Dataset (NEDV at 19" arc-second posl spac-
ing (~3 meters) lor gridded Digital Elevation Models (DEMSs).
In 2012, USGS also published the final report of the National
Enhunced Elevation Assessment (NEEA), which considered
five Qualily Levels of enhanced elevation data Lo satisty nation-
wide requirements; each Quality Level having different RMSE,
and point density thresholds, With support from the National
Geospatial Advisory Committee {(NGAC), USGS subscquently
develuped its new 3D Elevation Program (3DEP) based on
tidar Quality Level 2 data with |7 equivalent conlour accuracy
(RMSE, <10 cm) and point density ol 2 points per square meler
for all states except Alaska in which [FSAR Quality Level 5
data are specified with RMSE between 1 and 2 meters and
with 5 meter post spacing. The 3DEP lidar data are cxpected to
be high resolution data capable of supporting DIEMs at | meter
resolution. The 3DEP Quality Level 2 and Quality Level 5
products are expected to beceme industry standards for digital
clevation data, respectively replacing the older elevation data
frome the USGS' National Elevation Datasel.

tn 2014, the latest USGS Lidar Base Specification Version 1.2
was published to accommadate lidar Quality Levels G, 1, 2 and 3.
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A.2 NEW STANDARD FOR A NEW ERA

The current standard was developed in response to the pressing need
of the GiS and mapping community for a new standard that embraces
the digilal nature of current geospatial technologics. The fellowing are
some of the justifications for the development of the new standard:

* Legacy map accuracy standards, such as the ASPRS 1990 stan-
dard and the NMAS of 1947, arc ontdated. Many of the data
acquisition and mapping technologies thal these standards were
based on are no longer used. More recent advances in mapping
technologies can now praduce better quality and higher accu-
racy geospatial products and maps. New standards are needed
to reflect these advances.

+ Legacy map accuracy standards were designed to deal with
plotted or drawn maps as the only medium to represent geo-
spatial duta. The concept of hardeopy map scale dominated
the mapping industry tor decades. Digital mapping products
reed dilferent measures (besides scale) that are suilable for (he
digital medium that users now utilize.

+ Within the past two decades {during the transition period
between the hardeopy and softcopy mapping environments),
most standard measures for relating GSD and map scale 1o
the final mapping accuracy were inherited from phologram-
melric practices using scanned film. New mapping processes
and methedologies have become much more sophisticated
with advances in technology and advances in our knowledge
af mapping processes and mathematical modeling. Mapping
accuracy can ne longer be associated with the camera geometry
and Aying altitude alonc. Many other factors now influence the
aceuracy of geospatial mapping products. Such factors include
the quality of camera calibration parameters, quality and size
of a Charged Coupled Device (CCD) used in the digital camera
CCD array, amount of imagery averlap, quatity of paratlax
determination or photo measurements, quality of the GPS sig-
nal, quality and density of ground control, quality of the acrial
triangulation solution, capability of the processing software 1o
handle GPS drift and shift und camera self-calibration, and the
digital terrain model used for the production of orthoimagery.
These factors can vary widely from project to projeet, depend-
ing on the sensor used and specific methodology. For these
reasons, existing accuracy measures based on map scale, film
scale, (35D, c-factor, and scanning resolution no longer apply
1o current geospatial mapping practices.

» Elevation products from the new technologies and active sen-
sors such as tidar and [FSAR are not considered by the legacy
mapping standards. New accuracy standards are needed 1o ad-
dress elevation products derived [roin these technologies.

A.2.1 Mapping Practices During the Film-
based Era

Since the carly history of photogrammetric mapping, film was the only
medium to recard an aerial photographic session. During that period,
film scale, film-to-map enlargement ratie, and c-factor were used 10 de-
fine final map scale and map accuracy. A film-to-map enlargement ratio
value of 6 and a c-factor value of 1800 10 2000 were widely accepted
and used during 1his enrly stage of photogrammetric mapping. C-laclor
is used to determineg the flying height based on the desired contour
intervat from the following formula:

flying altitude

c-factor = contour interval

Values in Table A.1 were historically utilized by the mapping com-
munity for photogrammetric mapping from film.

TasLk A1, CoMmon ProToGrRAPHY ScaLis Using
CaMira WITH 9" Fiiat FORMAT AND 6" Lins

Film 1"=300° | 1"=600" { 1=1200' | 1" =2400" | "= 3333
Scale B3600 | 17,200 § 114400 | 128800 | 1:40,000
Fying | L8007 | 30007 | 72007 | 14400/ | 20,000/
Altitude 550 m 1,100 m 2.200m 4,400 m 6,100 m
Map 50 | 17=1000 | 17=2000 | 17 =400 | 17 = (000"
Scale 1:600 1,200 | 12,400 | 1:4800 | 1:12,000

A.2,2 Mapping Practices During the Softcopy
Photogrammetry Era

When the softcopy photogrammetric mapping approach was first
introduced to the mapping industry in the carly 1990s, large format
film scanners were used to convert the aerial film 10 digital imagery.
The mapping communily needed guidelines for relating the scanning
resolution of the ilm to the supporied map scale and contour interval
used by legacy standards to specify map accuracies. Table A.2 relates
the resulting GSD of the scanned filin and the supported map scale and
contaur interval derived [rom filin-based cameras at different flying al-
titudes. Table A.2 assumes a scan resofution of 21 microns as that was
in commoen use for many years, The values in Table A.2 are derived
based on the commonly used filin-to-map enlargement ratip of 6 and a
c-factor of 1800. Such values were endorsed and widely used by botl:
map users and data providers during and after the transition period
from film 1o the softcopy environment.

Tast A2 RELATIONSHIF BETWEEN FiLM Scavk anp Degivir Mar ScaLs

Common Photography Scales (with 97 film format camera and 6 lens) <
1 - 300" 1" = 600" 1" = 1200° 1" = 2400° 2 -
Photo Secale - 2 E
1:3,600 1:7,200 1:14,400 1:28,800 g =
o
Flying Altitude LE00 /850 m | 3,600°/ L 100 m | 72007/ 2,200 m § 14,400/ 4,400 m
Approximate Ground Sampling e s L . , , "
Distance (GSD) of Scan 025 /7.5¢em | 050/0.015m 1.0°/03m 29'/0.6m 21

Supported Map/Orthoimagery Scales and Contour Intervals

GSiy 3"/ 15 em 6"/ 15em 1.0 30 ¢m 2.0 760 cm
ClL 10"/ 30 em 2.0'/ 60 cm 4/12m §/24m
1" =50 1= gy 1" =200 =00
Map Scaie
1:600 1:1,200 1:2,400 1:4,300
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A.2.3 Mapping Practices during the Digital
Sensors Photogrammetry Era

Since first introduced to the mapping communisy in 2000, digital Targe
format metric mapping cameras have become the main aerial imagery
acquisition system utilized {or geospatial mapping. The latest genera-
tion of digital metric mapping eameras fave enhanced optics quality,
extended radiometric resohution through a higher dynamic range. finer
CCD resolution, rigid body construction, and precise electronics. These
new camera technolfogies. coupled with advanees in the airborne GPS
and mathematical modeling performed by current phoiogrammetric
processing software, make it possible to extend the limits on the flying
altitude and still achieve higher qualily mapping products, of equal or
greater accuracy. than what could be achieved with older technologies.

Many of the rules that have influenced photogrammetric practices
for the last six or seven decades (such as those outlined in Sections

A2.1 and A.2.2 above) are based on the capabilitics of outdaied tech-
nalogies and techniques. For instance, standard suidelines fike using a
film-to-imap enlargement ratio value of 6 and a c-factor between | 800
10 2,000 are based oz the limitations of optical-mechanical phetogram-
metric plotlers and aerial flm resotution. These legacy rules no longer
apply to mapping processes utilizing digital mapping cameras and
curtent technologies.

Unfortunately, duc 1o a lack of clear guidelines, outdated practices
and guidelines from previous cras arc commonly misapplied to newer
technologics. The majority of users and data providers still utitize
the figures given in Table A2 for associating the imagery G8D te
a supported map scale and associaled accuracy, even though thesc
associations are based on scanned filim and do sot apply (o current
digital sensors. Now relationships between imagery GSD and product
accuracy are needed to acceunt for the Mll range factors that influence
the accuracy of mapping products derived from digitat sensors.

ANNEX B — DATA ACCURACY AND QUALITY EXAMPLES (NORMATIVE)

B.1 AERIAL TRIANGULATION AND
GROUND CONTROL ACCURACY
EXAMPLES

Scctions 7.7 and 7.8 describe the accuracy requirements for aerial
triangulation. IMU, and ground contsol poins relative to product ac-
curacies. These requitements differ depending on whether the products
include ctevation data. Tables B.1 and B.2 provide an example of how
these requirements arc applied in practice for a typicai product with
RMSTT, and RMSE ol 50 em.

TanLr B.1 Anrial TriIANGULATION AxD Grounn CONTROL ACCURACY
REQUIREMEN TS, ORIIOIMAGERY ANIYOR PLANIMETRIC TIATA Oy

Ground Contrel
Product Accariucy A/T Accuracy Accuracy
{RMVISE,, RMSE.}
(em) | RMSE, and | RMSE, | RMSE, and RMSE,
RMSE, (em) (cm) RMSE, (o) {em)
50 25 30 12.5 25

TanLe B.2 ABRIAL TRIANGULATION AND GROUND CONTROL ACCURACY Re-
QUIRFMENTS, ORTHOIMAGERY AND/OR PLANIMETRIC TXATA AND TLzvarion Data

AIT Accuracy Ground Control

Product Aceuragy Agcuracy
(RMSE,, RMSE)) -
{em) ¥ | RMSE,and | RMSE, | RMSE and | RMSE,
RMSE, (cm) {em) RMSE, (cm} fem)
50 25 25 12.5 125

B.2 DIGITAL ORTHOIMAGERY
HORIZONTAL ACCURACY CLASSES

This standard does not associate product accuracy with the GSD of the

soutce imagery, pixel size of the orthoimagery, or map scalg for scaled maps.
The relationship between the recommended RMSE and RMSE,

accuracy class and the orthaimagery pixel size varies depending on

the imaging sensor characteristics and the specific mapping processes

used. The appropriate harizontal accuracy class must be negotiated

and agreed upon between the ead user and the dala provider, based on

specific project nceds and design eriteria. This section provides some

general guidance to assist in making that decision.
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Example tables are provided to show the following: The general appli-
cation of the standard as outlined in Section 7.3 (Table 13.3): a cross refer-
ence tu lypical past associations between pixel size. map scale and (he
1990 ASPRS lepacy standard {Table B.4); and, typical values associated
with different levels of accuracy using current technologies {Table B.5}

Table B.3 presents examples of 24 horizontal accuracy classes and
associated quality criteria as related to orthoimagery according to the
formula and gencral requirements stated in Section 7.3,

As outlined in Annex A. in the transition between hardeopy and
soficopy mapping environments, users and the mapping community
established generally accepted associations between ortheimagery pixel
size, final map scale and the ASPRS 199C map accuracy classes., These
associations are based primarily on relationships for scanned flm, older
technologies and legacy standards. While they may not directly apply
to digital geospatial data produced with newer technologics. thesc prac-
lices have been in widespread use for many years and many existing
datn scts arc based on these associations. As such, it is uscful 1o have a
cross reference relating these legacy specifications to their correspond-
ing RMSE, and RMSE, accuracy classes in the new standard.

Table B.4 lists the most common associations that have been estal-
lished (based on users interpretation and past technologies) to relate
orthoimagery pixel size w map scale and the ASPRS 1990 legacy
standard map accuracy classes,

Given current serisor and processing technologies for large and
medinm format metric cameras, an orthaimagery accuracy of L-pixel
RMSL, and RMSE, is considered achievable. assuming proper project
design and best practices implemeniation. This feve! of accuracy is more
stringent by a (actor of two thun ortheimagery accuracies typically asso-
ciated with lhe ASPRS 1990 Class 1 accuracies presented in Table B.d.

Achieving the highest level of accuracy requires specialized consid-
eration related to sensot type, ground control density, ground control
accuracies, and overali project design. In many cases. this resuits in
higher cost. As such, the highest achievable accuracies may 1ol be
appropriate For all projects. Many geospatial mapping projecls require
high resolution and high quality imagery, but do not require the highest
ievel of positional accuracy. This fact is particularly tre for update o
similar projects where the intent is 1o upgrade the image resolution, bul
still teverage existing elevation model data and ground control data
that may originally have been developed 1o a lower accuracy standard.

Table B.5 provides a gencral guideline to determine the appropri-
ale orthoimagery accuracy class for three different levels of geospatial
accuracy. Values fisted as “Highest accuracy work”™ specily an RMSI
and RMSL, accuracy class of 1-pixe! (or betiery and are considered ta
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Taner B.3 Common Horzontal, AcCURACY ClLassis
ACCORDING To THE NEW STANDARD®

Tabtk B.4 Exampirs on HORIZONTAL ACCURACY FOR DIGITAL
ORTHOIMAGERY INTERPRETED FROM ASPRS [990 LEGACY STANDARD

Ortheimage Horizontal
Horizontal Accuraey Mosaic Seamline Aeccuracy at
Class RMSE, RMSE, Maximum the 35% Confidence
and RMSE, (cm) {em) Mismateh {om} Level (em)
0.63 0.9 13 1.5
.25 1.8 25 kNt
2.50 3.5 5.0 6.1
5.00 71 10.0 12.2
7.50 10.6 15.0 18.4
10.00 14.1 200 245
[2.50 17.7 25.0 306
15.00 21.2 30.0 36.7
17.50 247 35.0 42.8
20,00 28.3 40.0 49.0
22.50 ils 45.0 551
25.00 54 36,0 61.2
27.50 389 35.0 67.3
30.00 42.4 60.0 73.4
45.00 63.6 90.0 110.1
60.00 84.9 120.0 146.9
75.00 106.1 150.0 183.6
100.00 [41.4 200.0 2448
130.00 212 300.0 367.2
200.00 282.8 400.0 4895
254.00 3336 S(HLA 0l11.9
300.00 424.3 600.0 734.3
300.00 707.1 1000.0 12230
1060.00 [414.2 20000 24477

reflect the highest tier accuracy {or the specified resolution given cur-
rent technologies. This accuracy class is appropriate when geospatial
gccwracies aré of higher importance and when the higher accuracies are
supported by sufficient sensor, ground contrel and digital terrain mode!
accuracies. Vulues listed as “Standard Mapping and GIS work™ specily
@ 2-pixel RMSE, and RMSL accuracy class. This accuracy is appro-
priate for a standard level of high quality and high accuracy geospatial
mapping applications. It is equivalent 10 ASPRS 1990 Class | accura-
cies, as interpreted by users as industry standard and presented in Toble
B.4. This level of accuracy is typical of a large majority of existing
prajects designed to legacy standards. RMSE, and RMSE, accurncies
of 3 or more pixels would be considered apprepriate for “visualization
and less accurate work™ when higher accuracies are not needed.

Users shawld be aware that the use of the symbol = in Table B.5
is intended to infer that users can specify larger threshold values lor
RMSE, and RMSE,. The symbal < in Table B.5 indicates that users
can specily lower thresholds at such time as they may be supported by
cursent or future technelogies.

The orthoimagery pixel sizes and associated RMSE, and RMSE,
accuracy classes presented in Table B.5 are largely based on experi-
ence with current sensor technologies and primarily apply to large
aud necium format meltric cameras. The table is only provided as a
guidceline for users during the transition period 1o the new standard.
These associations may change in the future as mapping technologies
cantinue to advance and evolve.

Associuted Horizontal
Accuracy According to
ASPRS | l-eguey ASPRS 1990 Standurd
Ceommon 1990 RMSE, and
Ortholmagery | Assoctated | Accuracy | RMSE, and RMSE, in
Pixel Sizes Map Seale Class RMSE (cm) | terms of pixels
! 1.3 2-pixels
0.625 ¢m t:50 2 25 4-pixels
3 38 G-pixels
| 25 2-pixels
1.25 cm 1:100 2 50 4-pixels
3 7.5 . 6-pixels
1 5.0 2-pixels
2icem 1:200 2 10.0 4-pixels
3 15.0 O-pixels
1 10.0 2-pixels
Sem 1:400 2 200 4-pixels
3 300 6-pixcls
1 [5.0 2-pixeks
7.5 em 1:600 2 30.0 d-pixels
3 450 G-pixels
1 30.0 2-pixels
15 em 1:1,200 2 60.0 4-pixels
3 90.0 G-pixels
| 60.0 opixels
A0 em 1:2,400 2 1209 4-pixels
3 180.0 6-pixels
1 1200 Z-pixels
G0 em 1:4,800 2 240.0 dpixels
3 360.0 G-pixcls
1 2000 2-pixels
| meter 1:12,600 2 400.0 4-pixels
3 600.0 G-pixels
1 400.0 2-pixels
2 meter 1:24,000 2 800.0 4-pixels
3 1,200.0 G-pixels
] 1,060 2-pixels
5 meter 1:60.000 z 20000 4-pixels
3 3,000.0 bepixels

It should be noted that in Tables B.4 and B.5, it is the pixe) size of
the final digital orthoimagery that is used to associate the horizontal ac-
curacy class, not the Ground Sample Distance (GSD) of the raw image,
When producing digital orthoimagery, the GSD as acquired by the sensor
land a5 compuled at mean average terrain) should not be more than 95%,
of the final ortheimage pixel size. In extremely steep terrain, additional
consideration may need to be given to the variation of the GSI across
low lying areas in order to ensure that the variation in GSD across the
entire image does not significantly exceed the target pixel size,

" For tables B.3 through B.8, values were rounded Lo the nearestsmm afler fall caleulations were perfermed with all decimal places.

PHOTOGRAMMETRIC ENGINEERING & REMOTE SENSING

March 2075 A3




TanLe B.5 DHGITAL ORTHOIMAGHRY ACCURACY EXAMPLES pOR CURRENT Lagct AND Mimum Forvat MeTrIC CAMIPRAS

Commen Orthoimagery | Recommended Horizontal Accuracy Ortheimage RMSE, and RMSE,
Pixel Sizes Class RMSE, and RMSE, (cm) in terms of pixels Recommended use’
“13 <j-pixel Highest accuracy work
1.25 em 2.5 2-pixels Standard Mapping and GIS work
>38 »3-pixcls Visualization and loss accurate work
<25 <1-pixel Highest accuracy work
2.3¢m 5.0 2-pixels Standard Mapping and G1S work
»7.5 >3-pixels Visualization and less accurate work
5.0 <] -pixel Highest accuracy work
5em 1G.0 2-pixels Stanclard Mapping and GI8 work
=15.0 >3pixels Visualization and less aceurate work
<7.3 <I-pixel Highest aceuracy work
7.5cm 5.0 2-pixels Standard Mapping and GIS work
>322.5 >3-pixels Visnalization and less aconrate work
ZI5.0 <[ -pixet [Highest accuracy work
15em 30.0 Z-pixels Stardard Mapping and GIS work
>45.0 Z3-pixels Visualization and less accurate work
<30.0 <i-pixel Highest accuracy wark
30¢m 60.0 2-pixels Standard Mapping and GI18 work
>90.0 >3-pixels Visualization and less aecurate work
<60.0 =1-pixel Highest accuracy work
60 em 120,06 2-pixels Standard Mapping and GIS work
=180.0 =3-pixels Visualization and less accurate work
<100.0 <1-pixel Highest accuracy wotk
| meter 200.0 2-pixcls Standard Mapping and GIS work
>300.0 =3-pixels Visuaiization and less aceurate work
<200.0 <1-pixel FHighest accuracy work
2 meter 400.0 2-pixels Standard Mapping and GIS work
>6040.0 =3.pixels Visualization and lgss aceurate work
<5000 <l-pixel Highest aceuracy work
$ meter 1,000.0 2-pixels Standarel Mapping and GIS work
=>1,500.0 =3-pixels Visualization and less accurate work

B.3 DIGITAL PLANIMETRIC DATA
HORIZONTAL ACCURACY CLASSES

Table B.6 presents 24 common horizontal accuracy classes for digital
planimetric data, approximate GSD of source imagery for high ac-
curacy planimetric data, and equivalcnt map scales per legacy NMAS
and ASPRS 1990 accuracy standards. In Table B.6. the values for the
approximate G512 of source imagery only apply to imagery devived
from cenymon large and medium format metric cameras, The range of
{he appreximate GSD of source imagery is only provided as a general
reconymendation, based on the current state of sensor techrotogics and
mapping practices, Different ranges may be considered in the tuture de-
pending on future advances of such technologies and mapping practices.

B.4 DIGITAL ELEVATION DATA
VERTICAL ACCURACY CLASSES

Table B.7 pravides vertical accuracy examples and other quality
criteria for ten commion vertical accuracy classes. Table B.8 comparcs
ihe ten vertical aceuracy classes with conlours intervals from fegacy
ASPRS 1990 and NMAS 1947 standards. Table B.9 provides ten verti-
cal accuracy classes with the recommended ldar point density suitable
for cach of them.

7 »Highest aceuracy work™ in Table B.5 refers only to the highest Jevel of achievable aceuracies relative to that specific resolution; it does not mdicate “highest
aceuracy work™ in any general sense. The final cheice of bath image resolution an¢ final product accuracy class depends on specific project requirements aul is the
sole responsibility of the end user: this shoukd be negotiated with the data provider and agreed upon in advance.
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/ Tancr B.6 Horizontar Accuracy/QuaLity ExampLis vor HiGH Accuracy DIGITAL PLANIMETRIC DATA
ASI'RS 2014 Equivalent to map scale in
Horizontal Accuracy Horizontal Accuracy Approximate GSD
Class RMSE, and at the 95% Confidence | of Source Imagery ASPRS 1990 ASPRS 1990 Equivalent to map
RMSE, (cm) RMSE, (cm) Level (cm) (cm) Class 1 Class 2 scale in NMAS

0.63 09 1.3 0.31100.63 1:25 1:12.5 1:16
125 1.8 3.1 0.63 to 1.25 1:50 1:25 1:32
25 35 6.1 1.25t0 2.5 1:100 1:50 1:63
5.0 7.1 12.2 2.5t05.0 1:200 1:100 1:127
T 10.6 18.4 38075 1:300 1:150 1:190
10.0 14.1 24.5 5.0t0 10.0 1:400 1:200 1:253
12:3 17 30.6 63 1ol2.5 1:500 1:250 1:317
15.0 293 36.7 751015.0 1:600 1:300 1:380
175 24.7 42.8 88t (7.5 1:700 1:350 1:444
20.0 28.3 49.0 10.0 t0 20.0 1:800 1:400 1:507
225 318 55.1 11.3t0 22,5 1:900 1:450 1:570
25.0 354 61.2 12.51025.0 1:1000 1:500 1:634
278 389 67.3 13.81027.5 1:1100 1:550 1:697
30.0 42.4 73.4 15.0 10 30.0 1:1200 1:600 1:760
45.0 03.6 110.1 22.51045.0 1:1800 1:900 1:1,141
60.0 84.9 146.9 30.0 t0 60.0 1:2400 1:1200 1:1,521
75.0 106.1 183.6 37510 75.0 1:3000 1:1500 1:1,901
100.0 141.4 244.8 50.0 to 100.0 1:4000 1:2000 132535
150.0 211 367.2 75.0 to 150.0 1:6000 1:3000 1:3,802

200.0 282.8 489.5 100.0 to 200.0 1:8,000 1:4000 1:5.069

250.0 353.6 611.9 125.0 10 250.0 1:10,000 1:5000 1:6,337

300.0 424.3 734.3 150.0 t0 300.0 1:12,000 1:6000 1:7,604

500.0 707.1 12239 250.0 to 500.0 1:20,000 110000 1:21,122

1000.0 14142 2447.7 500.0 to 1000.0 1:40000 1:20000 1:42,244

TaBLE B.7 VERTICAL ACCURACY/QUALITY EXAMPLES FOR DIGITAL ELEVATION DATA

Absolute Accuracy Relative Accuracy (where applicable)
Vertical Within-Swath Swath-to-Swath
Accuracy RMSEz NVA at 95% VVA at 95th Hard Surface Repeatability | Swath-to-Swath Non-Veg Non-Veg Terrain
Class Non-Vegetated | Confidence Level Percentile (Max Diff) Terrain (RMSDz) (Max Diff)
(cm) (cm) (em) (cm) (cm) (cm)
I-em 1.0 2.0 3 0.6 0.8 1.0
2.5-cm 25 4.9 7.5 1.5 2 4
S-cm 3.0 9.8 15 3 4 8
10-cm 10.0 19.6 30 6 8 16
15-cm 15.0 294 45 9 12 24
20-cm 20.0 39.2 60 12 16 32
33.3-cm 33.3 65.3 100 20 26.7 533
60.7-cm 66.7 130.7 200 40 533 106.7
100-cm 100.0 196.0 300 60 80 160
333.3-cm 353.3 653.3 1000 200 266.7 5333
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TasLe B.S VERTICAT ACCURACY OF THE New ASPRS 2014 Stanparnp
CLOMPARED WITH LEGACY STANDARDS

Equivalent
Equivalent Class 2 Equivalent
Vertical Class § contour contour contour
Acenracy RMSE, interval per interval per | inferval
Class Noun-Vegetated | ASPRS 1990 | ASPRS 1954 | per NMAS
{em) {em) {em) {fem)
l-cm 1.¢ 30 1.5 3.29
2.5-cm 2.5 7.5 kR 822
S-cm 5.0 13.0 7.5 16.43
13-cm 10.0 300 15.0 32.90
15-cm 15.0 45.0 225 49.35
20-cm 20.0 0.0 30.0 65,80
333-cm 13 99.9 50.0 109.55
66.7-cm 66.7 200.1 100.1 21943
HI0-cm 100.0 0.0 150.0 328.98
333.3-cm 3333 2999 s00.0 {00649

Tasrr B:9 EXAMPLES ON VERTICAL ACCIRACY AND RECOMMENDED LiDAR
Porer DEnstry For Dioital BLEvaTion Data ACCORDING 16 TUE NEw
ASPRS 2014 Stanparp

Absolute Accuracy
Vertical RMSE, NVA Recommended
Aceuracy Non- at 95% Minimtim Recommended
Class Vegetated | Confidence NPDF Maximiim
{cm) Level (em) {pls/m?) NPS? {m}
-cm 1.0 2.0 =20 <022
2 5-cm 2.5 4.9 it 0.25
S-em 5.0 .3 3 0.35
t0-cm 10.0 19,6 2 .71
15-cm 15.0 294 I 1.0
20-cm 20.0 39.2 0.5 14
33.3-cm 333 653 .25 2.0
66.7-cm 66.7 130.7 .1 32
10G-cm 100.0 1960 0.05 45
3333-cm 3333 653.3 6.01 10.0

% Numinal Pulse Density (NPDY and Nominal Pulse Spucing (NP3) are geo-
metrically mverse metlods to measure the pulse density or spacing of a lidar
collection. NPD is a ratio of the number of points 1o the area in which they are
contamed, and is typically expressed as pulses per square meter {(ppsm or pls/
m2). NPS is a linear measure of the typical distance belween points, and is most
often expressed in meters. Although cither expression can be used for any data
set, NPI is usually used for lidar collections with NP3 <1, and NP3 ks used

for those with NPS =1. Both measuves ace based on all 1 (or last)-return lidar
point data as these return types each reflect the number ol puises. Conversion
between NPD and NPS is accomplished using the equation NPS = UKD and
NPD = 1INPS2. Althaugh Lypical point densities are lsted for specified verlical
accuracics, users may seleet higher or lower point densities to best fit project
requirements and complexily of surfaces to be modeled.
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B.5 CONVERTING ASPRS 2014
ACCURACY VALUES TO LEGACY
ASPRS 1990 ACCURACY VALUES

I this section easy methods and examples will be provided for users
who are faced with the issue of relating the standard (ASPRS 2014) to
the fegacy ASPRS 1990 Accuracy Standards lor Large-Scale Maps. A
major advunlage of the new standard is it indicales accuracy hased on
RMSE at the ground scale. Although both the new 2014 standard and
the legacy ASPRS map standard of 1990 are using the same imeasure
of RMSE, they are different on the concepl of representing the ac-
curacy classes. The kegacy ASPRS map standard of 1990 uses Class |
for higher accuracy and Classes 2 and 3 for data with lower accuracy
while the new 2014 standard refers to the map accuracy by the value
of RMSE without limiting it to any class. The following examples il-
lustrate the procedures users can foilow 1o relate horizontal and vestical
sceurncies values between the new ASPRS standard of 2014 and the
legacy ASPRS 1990 Accuracy Standards for Large-Scale Maps.

Example 1t Converting the Horizonlal Accuracy of a Map or
Orthoimagery from the New 2014 Standard fo the Legacy ASPRS
Map Standard of 1994,

Given a map or orthoimagery with an accuracy of RMSE, = RMSE,

= 15 em according to new 2014 standard, compute the cquivatent ac-
curacy and map seale according to the legacy ASPRS map standard of
1999, for the given map ot orthoimagery.

Solution:

1. Because both standards utilize the sgme RMSE measure, then
the aceuracy of the map according to the legacy ASPRS map
standard of 1990 is RMSE = RMSE, =15 ¢m

2. To find the equivalent map scale according t the legacy
ASPRS map slandard of 1990, follow the following sleps:

a. Multiply the RMSE, and RMSE, valye in centimeters by 40
lo compute the map scale factor (MSF) for a Class | map,
therefore:

MSF = L[5 (cm) = 40 = 600
5. The map scale according to the legacy ASPRS map siandard
af 1990 is equal 1o
i. Scale = 1:MSF or 1:600 Class 1
ii. The accuracy value of RMSE, = RMSE, = 15 em is also
equivatent Lo Class 2 accuracy for a map with a scale of
1:300.

Examgple 2: Converting the Vertical Aceuracy of an Elevation Da-
taset from the New Standard o the Legacy ASPRS Map Standard
of 1990,

Giiven an clevation data set with a vertical accuracy of RMSE =10
em aceosding to the new standard, compute the equivalent contour
interval according 1o the legacy ASPRS map standard of 1999, Tor the
given datasel.

Solution:
The legacy ASPRS map standard of 1990 states that:

“The limiting rats error in elevaiion is set by the standard at one-third
the indicated contour interval for well-deftned points only. Spot heigiits
shall be shown o the map within a limiting rins error of one-sixeh of
the contour interval. ™

1. Becausc both standards utilize the same RMSE incasurc to
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express the vertical aceuracy, then the accuracy of the elevation
dataset according 1o the legacy ASPRS map standard of 1990 is
also equal to the giver RMSE, = 10 an

. Using the legacy ASPRS map standard of 1990 accuracy mea-
sure of RMSI, = 1/3 x contour interval (C1}, the equivalent
contour interval is computed according to the legacy ASPRS
map standard of 1990 using the following formula:

Cl =3~ RMSE, = 3x 10 e = 30 em with Class |,

or CI =15 cm with Class 2 accuracy

t2

However, il the user is interested in evalualing the spot height
requirement according to the ASPRS 1990 siandard, then the
results will differ from the one obiained above. The accuracy
for spot heights is required to be twice the accuracy of Lhe con-
tours {(one-sixth versus onc-third for the contours) ar:

For a 30 ¢m C1, the required spot height accuracy, RMSE, = 1/6
* 30 cm=5cm

Since our data is RMST, = 10 om, it would only support Class
2 accuracy spot clevations for this contowr interval.

B.6 CONVERTING ASPRS 2014
ACCURACY VALUES TO LEGACY
NMAS 1947 ACCURACY VALUES

In this section easy methods and examples will be provided for users
who are faced with the issue of relating the new standard {ASPRS 2014}
to the legacy National Map Accuracy Standard (NMAS} of 1947, In re-
gard 1o the horizontal accuracy measure, the NMAS of 1947 states that:

“Horizoniad Accwracy.: Far maps on publication scales farger than
126,000, not more than I percent of the points wested shall be in
error v more than 1730 inch, measured on the publication scale: for
miaps on publication scales of 1:20.000 or sialler. 1450 inch.” This
is known as the Circular Map Accuracy Standard {CMAS) or Circular
Frror at the 90% confidence level (C1S0),

Therefore, the standard uses two accuracy measwres based on the map
seale with the figure of “1/30 inch” for map scales larger than 1:20,000
and 1730 inch” for maps with & seale of 1:20,000 or smaller. As for
the vertical accuraey measure, the standard states:

“Verrical Accuracy, as applied 1o contowr maps on alf publication
seales, shall he such that nor more than 10 percent of the elevations
tested shall be in error more than one<half the comtowr interval. " This
is known as the Vertical Map Accuracy Standard (VMAS) or Linear
Ervor at the 90% confidence level (LESO).

The following examples illustrate the procedures users can follow
tw relate horizantal and vertical accuracy values belween the new
ASPRS standard ¢f 2014 and the legacy National Map Accuracy Stan-
dard (NMAS) of 1947,

Example 31 Converting the horizontal accuracy of a map or
orthoimagery from the new ASPRS 2014 standard to the legacy
National Map Accuracy Stundard (NMAS) of 1947.

Given a map or orthoimagery with an accuracy of RMSE, = RMSE, =
5 cm according te the new 2614 stanctard, compute the cquivalent ac-
curacy and map stale according 10 the legacy National Map Accuracy
Standard (NMAS) of 1947, for the given map or orthoimagery.
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Solution:

1. Because the accuracy figure of RMSE, = RMSE, = 5em iy
retatively small, it is safe to assume that such accuracy value is
derived lor 4 map with & seale farger than 1:20,000. Therelore,
we can use the factor *1/30) inch.”

Use the formula CMAS (CE90) = 21460 « RMSE, = 2. 1460
* RMSE,
CE90 = 21460 x 15 om=32.19 em
2. Convert the CEY0 1o fect
32.19 e = 1.6561 foot

3. Use the NMAS accuracy relation of CE90 = 1730 inch on the
map, compute the map scale

CE90 = 1/30 x (ground distance covered by an inch of the
map), or ground distance covered by an inch of the map =
CES0 « 30 = 14561 foot = 30 = 31.68 fect
4. The equivalent map scale according to NMAS is equai to |¥ =
31.68 or 1:380

Example 4: Converting the vertical aceuracy of an elevation data-
set from the new ASPRS 2014 standard to the legacy National Map
Accuracy Standard (NMAS) of 1947,

Given an elevation data set with a vertical accuracy of RMSE, = 10

¢m according to the new ASPRS 2014 standard. compute the equiva-
lent contour interval according to the legacy National Map Aceuracy
Standard (NMAS) of 1947, for the given dataset,

Solution:
As mentioned earlier, the legacy ASPRS map standard of 1990 states that;

“Vertical Accuracy, as applied 1o contaur maps on afl publication
scales. shall be such that net more than 1) percent of the elovations
tested shall e in ervor mare than one-half the contewr interval. ™

Use the following formula to compute the 90% vertical error:
1. VMAS (LE90} = 1.6449 = RMSE, = 1.6449 x 10 em = 16,449
cm
2, Compute the contour interval {C1} using the following criteria
set by the NMAS stundard:

VMAS (LE90} - 1/2 Ct, or
Cl=2=xLE9=2%x16449 cm =329 ¢cm

B.7 EXPRESSING THE ASPRS 2014
ACCURACY VALUES ACCORDING TO
THE FGDC NATIONAL STANDARD FOR
SPATIAL DATA ACCURACY (NSSDA)

In (his section easy methods and examples will be provided for users

who are faced with the issue of relating the new standard (ASPRS 2014)
1o the FGDC National Standard for Spatial Data Accuracy (NSSDA).

Example §: Converting the horizental accuracy of 2 map or
erthoimagery from the new 2014 standard to the FGBC National
Standard for Spatial Dats Accuraey (NSSDA)

Given a map or orthoimagery with an accuracy of RMSE, = RMSE, =
5 em according to new 2014 standard, express the equivalent accuracy
according to the FGDC National Standard for Spatial Data Accuracy
(NSSDDAL for the given map or erthoimagery.
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Solution:
According to NSSDA. the horizontal positional accuracy is estimated
at 95% confidence level from the following formuda:

Accuracy at 93% or Accuragy, = 24477 « RMSE, = 2.4477 x RMBE,

If we assume that:

RMSE, = RMSE, and RMSE, = RMSE? + RMSE, then

RMSE, = ZRMSE? = [2RMSE.’ = 1.4142 x RMSE, = 1.4142 »

RMSE, = 4142 ¥ 15=2121cm

also

RMSE,

RMSE, or RMSE, = Taa

Then.

RMSE,
Accuracy, = 2.4477( 4142 ]x 1.7308(RMSE,) = 1.7308(21.21 cm)
=36.7iem '

Examplc 6: Converting the vertical aceuracy of an elevation
dataset from the new ASPRS 2014 standard to the FGDC National
Standard for Spatial Data Acenracy (NSSDA)

Cliven an elevation data set with a vertical accuracy of RMSE, =10
cin according (o the new ASPRS 2014 standard, express the eqquivalent
accuracy according lo the FGDC Nationat Standard for Spatial Data
Accuracy (NSSDA), for the given dataset.

Solution:
According to NSSDA, the vertical accuracy of an clevation datasct is
cstimated at 95% confidence level aceording to the following (ormala:

Vertical Aceusacy at 95% Confidence Level = 1L9600{RMSE,) =
1.9600(10) = 19.6 cm

B.8 HORIZONTAL ACCURACY
EXAMPLES FOR LIDAR DATA

As described in Sectient 7.5, the horizontal errors in lidar data are
fargely a function of GNSS positional error, INS angular errar, and fly-
ing altitade. Therefore for a given project, if the radial horizontal po-
sitional error of the GINSS is assumed to be equal to ¢.11314 m (based
o 0,08 m i either X or Y, and the IMU error is 0.00427 degree in
roll, pitch, and heading, the following table can be used to estimate the
horizontal aceuracy of lidar derived elevation data.

Table B.10 provides estimated horizontal errors, in terms of RMSE,,
in tidar clevation data as cemputed by the equation in section 7.5 for
different flying altitudes above mean terrain,

Dilterent ficar systems in the market have different specifications
for the GNSS and IMLU and therefore, the values in Table B. 14 should
be modified according to the equation in section 7.5,
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TapLi B.10 Expscren Hormzowtal Errors {(RMSE,) ror Linar DaTa
TERMS OF FLYING ALTITUNE

Altitude Positional RMSE, Altitude Pusitional RMSE,
(m) (em} (m} {em)
500 131 3.000 41.6
1,00¢ 17.5 3.500 48.0
1,500 230 4,000 54.3
2,000 290 4.300 61,1
2,500 352 5,000 G7.6

B.9 ELEVATION DATA ACCURACY
VERSUS ELEVATION DATA QUALITY

th acrial photography and phetogrammetry. the accuracy of the individ-
wal points in a data set is largely dependent on the scale and resolution
of the source imagery, Larger scale imagery, flown at a lower altitude,
produces smaller GSDs and higher measurement accuracics (both ver-
tical and hosizontal). Users have quite naturally come to equate higher
density imagery (smalier GSD or smaller pixel sizes) with hi gher ac-
curacies and higher quality.

1n airhorne topographic lidar, this is not entirely the case. For many
typical lidar collections. the maximum aceuracy aitainable, theotetical-
ly, is now limited by physicat error budgets of the differcnt components
of he lidar system such as laser ranging., (he GNSS, the MU, and
{he encoder sysiems. Increasing the density of points does nol change
those factors. Beyond the physical crror budget limitations, all data
mast also be properly controlled, calibrated, boresighted, and pre-
cessed, Errors introduced during any of these steps will affect the ac-
curacy of the dala, regardless of how dense the dala are. That said, high
density lidar data are usuaily of higher giralin: than low density daia,
and the increased quality can manifest as apparently higher accuracy.

In order to aceurately represent a complex surface, denser data are
necessary to capture the surface details for accurate mapping ol small
linear eatures such as curbs and micro drainage features, for example.
The use of denser data for complex surface representation does not
make the individual lidar measurements any mare accurate. but does
improve the accuracy of the derived surface at locations between thc
lidar measurements (as each reach between points is shorter).

In vegetated areas, where many lidar pulses are fully reflected
before reaching the ground. n higher density data set tends to be more
accurale because morc points witl penetrate through vegetation Lo the
ground, More ground points will result in less interpolation between
points and improved surface definition because more characieristics of
the actual ground surface are being measured. nol interpolated. The use
ol more ground points is more critical in vagiable or complex surfaces,
such as mountainous terrain, where generalized interpolation between
points would not accurately model alt of the changes in the surface.

Increased deasity may not improve the accuracy in flat, open terrain
where interpolation belween points would still adequately reprosent the
ground surface. However, in areas where denser data may not be nec-
essary 16 improve the vertical accuracy of data. a higher density data
set may still improve the guality of the dala by adding additional detail
10 the final surface model. by better detection of edges for breaklines,
and by increasing the confidence of the relalive accuracy in swath
overlap areas through the reduction of interpolation existing within
thie data set. When lidar intensity is 1o be used in product derivation or
algorithms. high collection density is always useful.
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ANNEX C - ACCURACY TESTING AND REPORTING GUIDELINES (NORMATIVE)

When errors are normally distributed, accuracy testing can be per-
formed with RMSE values, standard deviations, mean errors, maxi-
mum and minimum errors, @nd unit-less skew and kurtosis values.
When errors are not normally distributed, alrernative methods must be
used. [ the number of test peints (checkpoints) is sufficient, testing
mud reporling can be performed using 95% percentile errors. A percen-
tile rank is the pereentage of crrors thai fall at or below a given value,
Errors are visualized with histograms that show the pattern of errors
retafive to a normal error distribution.

The ability of RMSE, 95" percentile, or any other statistic to esti-
male accuracy at the 95% confidence level is largely dependent on the
number and accuracy of the checkpaints used w test the accuracy of a
data set being evaluated. Whereas100 or more is a desirable rumber of
checkpoints, that number of checkpoints may be impractical and unaf-
fordable for many projects, especially small project areas.

C.1 CHECKPOINT REQUIREMENTS

Buosh the total number of points and spatial distribution of checkpoints
play an impertant role in the accuracy evaiuation of any geospatial
data. Prior guidelines and accuracy standards typically specify the
required number of checkpoints und, in some cases, the land-cover
types, but defining and/or characterizing the spatial distribution of the
points was not required. While characterizing the point distribution is
not a simple process and no practical method is available at this time,
charucterizing the point distribution by seme measure and, conse-
quently, providing a guality number is undoubtedly hoth reatistic and
necessary. ASPRS encourages rescarch into this topic, peer reviewed,
and published in Phatogramnictric Engineering & Rewore Sensing for
pubhe testing and comment,

Until a quantitalive characlerization and specification of the spatial
distribution of checkpoints across a project is developed, more general
methods of determining an appropriate checkpoint distribution must be
implemented. In the interiny, this Annex provides general recommena-
tions and guidelines related w0 the number of checkpoints, distribution
across land cover types, and spatial distribution.

C.2 NUMBER OF CHECKPOINTS
REQUIRED

Table C.1 lists ASPRS recommendations for the number of checkpoints
1o be used for vertical and hozizontal accuracy testing of elevation data
sets and for horizontal accuracy testing of digital orthoimagery and
planimetric data sets.

Using metric units, ASPRS recommends 100 static vertical
checkpoints for the first 2,500 square kitometer area within the project,
which provides  statistically defensible number of samples on which
to base a valid vertical accuracy assessment.

For horizontal testing of areas >2500 km?, ¢lients should determine
the number of additional horizontal checkpoints, il any, based un crite-
ria such as resolution of imagery and extent ol urbanization

For vertical testing of areas >2.500 knt*, add five additional vertical
checkpoints for each additional 500 km® area. Each additional set of
fivee vertical checkpoints for 500 km? would include three checkpoints
for NVA and two for VVA. The recommended number and distribution
of NVA and VVA checkpoints may vary depending on the importance
of different land cover categories and client requirements.

C.3 DISTRIBUTION OF VERTICAL
CHECKPOINTS ACROSS LAND
COVER TYPES

Iz contrast to (he recommendations in Table C.t, both the 2003 and the
current FEMA guidetines reference the five general tand cover types.
and specify a minimum of 28 checkpoints in each of three 10 five land
cover calegories as they exist within the project area, for a total of 60
to 100 checkpoints. Under the current FEMA guidelines, this quantily
applies (o each 5,180 square kilometer {2000 square mile) area, or
partial area, within the project.

ASPRS recognizes that some project areas are primarily non-veg-
etated, whereas other areas are primarily vegetated. For these reasons,
the distribution of checkpoints can vary based an the general propor-
tion of vegetated and non-vegetated area in the project. Checkpoints
should be distributed generally proportionally ameng the various
vegetated land cover types in the project.

TagLe C.1 REcommenpen Numsir oF CHECKPOINTS BASED ON AREA

Horizontal Accuracy Testing of
Ortheimagery and Planimetrics Vertical und Horizontal Accuracy Testing of Elevation Data sets
Project Area Total Number of Stutic 2D/3D Checkpoints Number of Stutic 3D Number of Statie 3D Total Number of Static
(Square Kilometers} ({clearly-defined points) Checkpoints in NVA® Checkpaeints in VVA 3D Checkpoints
=500 20 20 5 25
501-750 25 20 10 3¢
751-1000 30 25 13 40
1001-1250 35 30 20 50
1251-1500 40 35 25 60
1501-1730 45 440 30 0
1751-2000 30 35 35 80
20048-2250 55 50 40 9
2251-2500 60 55 45 100

"Although verticat cheek poinis are aormally not well defined, where feasible, the horizontal aecuracy of lidar datz sets should be tested by surveying approximately
halt of all NVA check points at the ends of paint siripes or other point features that are visible and can be measured an lidar inlensily returns.
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C.4 NSSDA METHODOLOGY FOR
CHECKPOINT DISTRIBUTION
(HORIZONTAL AND VERTICAL
TESTING)

The NSSDA oflers a method that can be applicd o projects that are
generally rectangular in shape and are largely non-vegetated. These
methods da not apply to the irregular shapes of many projects or {o
most vegetated land cover types. The NSSDA specifies the following:

“Due to the diversity of user requirements for digital
geospatial data and maps, it is not realistic to include
statements in ihis standard that specify the spatial
distribution of checkpoints. Data and/or map produucers
must determine checkpoint locations,

Checkpoints may be distibuted more densely in the
vicinity of important features and more sparscly in arcas
that are of fittle or no inferesl. When data exist for only

2 portion of the data set. confing Lest points to fhat area.
When the distribution of error is Hkely to be nonrandom,
it may be desirable to focate checkpuints to vorrespond to
the error distribution.

For a data set covering a rectangular area that is believed
1o have wniforn positional aceuracy. checkpoints may be
distributed so that points are spaced al intervals of at Teast
t0% of the diagonal distance across the data set and at
least 20% of the points are located in each quadrant of the
data set. (FGDC, 1998y

ASPRS recommends that, where appropriate and to the highest
degree possible, the NSSDA method be applied to the project and
incorporaied land cover Lype areas. In some arcas, access restrictions
may pravent the desired spatial distribution of checkpoints across land
cover types: difficult terrain and transportation limitations may make
some land cover type arcas practically inaceessible. Where it is not
geometrically or practically applicable strictly apply the NSSDA
method, data vendors should use their best professional judgment to
apply the spirit of that method in sclecting locations for checkpoints.

Clearly. the recommendations in Sections C.1 threugh C.3offera
good deal of discretion in the location and distribution of checkpoints,
and this is intentional. 1t would not be worthwhile to locate 50 veg-
etated checkpoints in a fully urbanized county such as Crange County.
Catifornia; 80 non-vegetated checkpoiuts might be morc appropriate.
Likewise, projects in areas that are overwhelmingly forested with only
a few small towns might support anly 20 non-vegetated checkpoints.
The general location and distribution of checkpoints should be dis-
cussed betsveen and agreed upon by the vendor and customer as part of
the projest plan.

C.5 VERTICAL CHECKPOINT
ACCURACY

Vertical checkpoints need not be clearly-defined point features. Kin-
ematic checkpoints (surveyed froma moving platform), which are
less accurate than static checkpoints, can be used in any quantity as
supplementai data, but the core accuracy assessment must be based on
static surveys, consistent with NOAA Technical Memorandum NOS

NGS-358. Guidelines for Establishing GPS-Derived Ellipsoid Heights
(Standards: 2 cn and 5 cm)., or equivalent, NGS-38 establishes ellip-
soid height accuracies of 5 cm at the 95% confidence Jevel for network
accuracies relative to the geodetic network. as welj as ellipsoid height
accuracies of 2 em and § em at the §5% confidence level for accuracies
relative to local control.

As with horizontal accuracy testing. vertical checkpoints shouid be
theee times more accurate than fhe required aceuracy of the elevation
datz set being tested.

C.6 TESTING AND REPORTING OF
HORIZONTAL ACCURACIES

When crrors arc norimatly distribuied and the mean is small, ASPRS
endorses the NSSDA procedures for testing and reporting the hori-
zondal accuracy of digital geospatial data. The NSSDYA methodolegy
applies to most digital orthoimagery and planimetric data sets where
systematic crrors and bias have been appropriately removed, Accuracy
statistics and cxamples are outiined in more detail in Anuex D.

Elevation data sets do not always contain the type of well-defined
poinis that are required for horizontal testing to NSSDA specifications,
Specific methods for testing and verifying herizontal accuracies of
elevation data sets depend on technology used and project desiyn.

For horizontal aceuracy testing of lidar data sets, at least hat{ of the
NVA vertical checkpoints should be focated at the ends of paint stripes
or olher pownt features visible on the lidar intensity image. allowing
them to double as horizontal checkpoints. The ends ol paiut stripes
on conerete or asphait surfaces are normally visible on lidar inten-
sity imnages, as are 90-degree corners of different reflectivily, e.g. a
sidewalk comer adjoining a grass surface, The data provider has the
responsibility to cstablish appropriate methodologies. applicable to the
(echnelogies used, to verify that herizontal accuracies meet the stated
requirements.

The speeific testing methodology used should be identified in the
mieladata.

C.7 TESTING AND REPORTING OF
VERTICAL ACCURACIES

For testing and reporting the vertieal accuracy of digital clevation data.
ASPRS endorses the NDEP Guidelines for Digital Elevation Data,
with stight modifications from FVA, SVA, and CVA procedures. This
ASPRS standard reporis the Non-vegetated Vertical Accuracy (NVA)
at the 95% confidence level in all non-vepetated land cover categories
combined and reports the Vegetated Vertical Accuracy {VVA) at the
95" percentile in all vegetaied land cover categories combined.

[fthe vertical errors are normalty distributed, the sample size sufli-
ciently large, and the mean error is sufficiently small. ASPRS endarses
NSSDA and NDEP methodologies for approximating vertical accura-
cies at the 95% confidence level, which applies 1o NVA chiockpoints in
all open terrain {bare soil, sand, rocks. and short grass) as well as urban
terrain (asphalt and concrete surfaces) land cover calcgories.

[n contrast. VVA is computed by using the 95 percentile of the
absolute value of all elevation errors in all vegetated land cover cat-
cgorics combined, to include tall weeds and crops, brush lands, and
tightly-te fully-forested land cover catcgoties. By lesting and report-
ing the VVA scparate from the NVA, ASPRS draws a clear distinction
between non-vegetated terrain where errors typically follow a normal

10 Federal Geographic Data Comimittee, (1998). FGDC-STD-007.3-1993, Geospatial Positioning Accuracy Standards, Part 3: Mational Standard for Spatiat Data
Accuracy, FGDC, co U.S, Geological Survey, www.f‘gdc.1‘gdc.gov/standurds!documm11sfslu:u]ard.\‘!uccumcy:‘chaplcri
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distribution suilable for RMSE statistical analyses, and vegetated ter-
rain where errors do not necessarily follow a normal distribution and

where the 93" percentile value more fairly estimates vertical accuracy
at o 95% confidence Jevel.

C.8 LOW CONFIDENCE AREAS

For sterco-compiled clevation data scts, photograminetrists shoutd
capture two-dimensional closed polygons for “low confidence arcas™
where the bare-carth DTM niay not meet the overall data accuracy
requirements. Because photogrammetrists cannot sce the ground in
stereo beneath dense vegetation, in deep shadows or where the imagery
is otherwise obscured, seliable data cannot be coliected in those arcas.
Traditionally. contours within these obscured arcas would be published
as dashed contour lines. A compiler shoufd make the determination as
lo whether the data being digitized is within NVA and VVA accuracies
ar not; areas not delineated by an obscure area polygon are presumed
10 meet accuracy standards. The extent of photogrammetrically derived
obscure area polygons and any assumptions regarding how NVA and
VWA accuracies apply to the photogrammetric data set must be ¢learly
documented in the metadata.

Low confidence areas also occur with lidar and IFSAR where heavy
vegetalion causes poor penetration of the lidar pulse or radar signal.
Although costs will be slightly higher, ASPRS recommends that “low
confidence areas™ for lidar be required and delivered as two-dimen-
sional (2D polygons based on the following four criteria:

1. Nominal ground point density (NGPD);

2. Cell size for the raster analysis;

3. Search radius to determine average ground peint densities; and

4. Minimun: size arca appropriate fo aggregate ground point den-
sities and show a generalized low confidence area {minimum
mapping unit).

This approach deseribes a raster-based analysis where the raster cell
size is equal 1o the Search Radius listed for each Vertical Data Accuracy
Class, Raster results are to be converted imto polygzons Tor delivery.

This section deseribes possible methods for the collection or de-
lineation of tow confidence arcas in elevation data seis being created
using rwo commeon paradigms. Other methodologies currently exist,
and additional techniques will certainly cmerge in the future. The data
preducer may use any method they deew suilable provided the detailed
technique is clearly documented in the metadata.

Table C.2 tists the values for the above low confidence area criteria
that apply to each vertical accuracy class.

Low confidence criteria and the values in Table C.2 are based on
the following assumptions:

* Ground Point Density: Arcas with ground peint densities less
than or equal to ¥4 of the recommended nominal pulse density
(pulse per square meter) or twice the nominal pulse spacing are
candidates for Low Confidence Areas, For example: a specifi-
cation requires an NPS ol t meter (or an NPD of { ppsmn) but
the elevation data in some areas resulted in a nominal ground
point density of 0.23 point per square meter (rominal ground
point spacing of 2 meters). Such arcas are good candidate for
“low confidence” areas.

« Raster Analysis Cell Size: Because the analysis of ground
point density will most likely be raster based. the cell sizce at
which the analysis will be performed needs to be specified. The
recotmnendation is thal the cell size equals the search radius,

* Search Radius for Computing Point Densities: Because point
data are being assessed, an area must be specified in order to
compute the average peoint density within this area. The stan-
dards recommend a search area with a radius equal 1o 3 * NPS
(nof the Low Confidence NGPS). This distance is small enough
to allow good definition of low density areas while not being so
simall as to cause the project to look worse than it really is,

» Minimum Size for Low Cenfidence Polygons: The areas
computed with fow densities should be aggregated together.
Unless specifically requested by clients, structures/buitdings
and water should be removed from the aggregated low density
polyaons as these features are not true Low Confidence.

Aggreguted polygons greater than or equal 1o the stated minimum
size as provided in Table C.2 should be kept and defined as Low
Contidence Polygons. In certain cases, too small an area will “checker
board” the Low Confidence Arcas; in other cases 100 large an arca will
not adeguately define Low Confidence Arca polygons. These determi-
nations should be a function: of the topography, land cover, and final
use of the maps.

Acres should be used as the urit of measurement for the Low
Confidence Area polygens as many agencics (USGS, NOAA, USACE,
ete.} use acres as the mapping unit for required polygon collection.
Approximate square meter equivalents arc provided for those whose
work is exclusively in the metric system. Smocthing algorithms could
be applied 1o the Low Confidence Polygons, if desived.

Taper C.2 Low CONFIDENCE AREAS

Recommended Project Recomitiended Low Coafidence | Searchi Radius.and Cell | Low Confidence Polygons
Vertical Min NPD {pls/m?) Min NGPD (pts/m?) Size for Computing ‘Min Area
Accuracy Class (Max NPS (m)) “(Max NGPS.(m)) NGPD (m) (acres (n?))
l-¢m 200,22 5045 0.67 0.5 (2,000}
2.5em 16(0.25) 4(0.50) 0.75 [ (4,000)
5-cm £{0.35) 2{0,71H) 1.06 2 (8,000
10-cm 2(0.71) 0.5(1.41) 212 5 (20,000)
13-em 1) G.235(2.9y 3.00 3(20.000)
20-cm 0.5(1.4) 0.125(2.8) 4.24 520,000
33.3-cm 0.23 2.0 00625 (4.0) 6.0 10 (4(,000)
66,7-cm 0.1(3.2) 0.025 (6.3} 9.5 15 (6G,000)
{00-vm 0.05(4.5) 0.0125 (8.9) i3.4 20 (80,000)
333.3-cm Q.01 (10.0) 0.0625 (20.0) 30.0 25 (100,000}
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There are two distinctly diflerent types of tow confidence areas:

+ The first types of low confidence arcas are identified by the
data producer - in advance - where passable identification of
the bare carth is expected 1o be unlikely or impossible. These
are arcas where no control or checkpotints should be focatcd
and where contours, if produced, sheuld be deshed. They are
exempt from accuracy assessment. Mangroves, swamps, and
inundated wetland marshes arc prime candidates for such
advance delineation.

s The second types of low confidence areas are valid VVA arcas,
normally forests that should also be depicted with dashed con-
tours. but where checkpoints sfiondd be surveyed and accuracy
assessinent should be performed. Such low confidence areas
are delincated subsequent to classification and would usually be
identifiable by the notably reduced density of bare-earth points.

Providing Low Confidence Area polygons allows lidar data providers
to protect themseives from unusable/unGair checkpoints in swamps and

protects the customer from data providers who might ry to alter their data,

If reliable elevation data in low confidence areas is critical to a
project, it is common practice to supplement the remote sensing data
with field surveys.

C.9 ERRONEOUS CHECKPOINTS

Oceasionally, a checkpoint may be erroneous or inappropriate for use
at no fault of the lidar survey. Such a point may be removed from the
accuracy assessment caleufation:
s+ if'it is demonstraled, with pictures and descriptions, that the
checkpoint was improperly located, such as when a verti-
cal checkpoint is on steep Lerrain or within a few meters of a
significant breakline that redefines the slope of the area being
interpolated surrcunding the checkpoind;

+ i{itis demonstrated and documented that the topography has
changed significantly between the time the etevation data were
acquired and the lime the checkpoint was surveyed; or

s {l'(a) the point is included in the survey and accuracy reports,
but not the assessment caleulation. with pictures and descrip-
tions; (h) reasonable efforts to correct the distrepancy are
documented, ¢.g., rechecked airborne GNSS and IMU data, re-
cheeked point classifications in the arca. rechecked the ground
checkpoints; and (¢} a defensible explanation is provided in the
accuracy report [or discarding (he point.

« An explanation that the error exceeds three times the standard
deviation (>3 *3) is NOT a defensible explanation.

C.10 RELATIVE ACCURACY
COMPARISON POINT LOCATION AND
CRITERIA FOR LIDAR SWATH-TO-
SWATH ACCURACY ASSESSMENT

To the greatest degree possible. relative accuracy lesting locations
should meet the following criteria:
1. include all overlap areas (sidelap, endlap, and crossflights);
2. be evenly distributed throughout the fulf width and length of
cach overlap area;
3, be located in non-vegetated areas (clear and apen terrain and
urban arcas),
4. be at least 3 meters away fron any vertical artifact or abrupt
change in clevation:

A2l March 2015

5. be on uniform slopes; and,

6. be witlin the geometrically reliable portion of both swaths
(excluding the extreme edge points of the swaths). For lidar
sensors with zigzag scanning patterns from oscillaling mirrors.
the geometrically reliable portion excludes about 5% (2.5 %
on either side); tidar sensors with cireular or clliptical scanning
pattemns are generally reliabie throughout.

While e RM3D, value may be calculated from a set of specific
rest location points, the Maximum Difference requirement 1s not -
ited to these lacations; it applies to all locations within the entire data
set that mweet the above criteria,

C.11 INTERPOLATION OF ELEVATION
REPRESENTED SURFACE FOR
CHECKPOINT COMPARISONS

The represented surface of an efevation data set is normally a TIN
(Plate C.1) or a raster DEM (Plate C.1).

Vertical accuracy testing is accomplished by comparing the eleva-
tion of the represented surface of the elevation data set W elevations of
checkpoints at the horizontal (x/y) coordinales of the checkpoints. The
data set surface is most commounly represented by a TIN or raster DEM.

Verlical accuracy of point-based elevation datasets should be tested
by crealing a TIN from the point based elevation dataset and compar-
ing (e TIN elevations to the checkpoint clevations. TINs should be
used to test the vertical accuracy of point based elevation datasets
becanse it is unlikely a checkpoint will be located at the location of a
diserete elevation point. The TIN methodology is the most commonly
used method used for interpolating elevations [rom irregularly spaced
point data. Other potentially more accurate methods of inlerpelation
exist and could be addressed by future versions of this standard as they
become more commonly used and accepted.

Vertical accuracy of raster DEMs should be tested by comparing the
clevation of the DEM, which is already a continuous surface, to the
cheekpoint clevations. For most DEM datasets, it is recommended that
the elevation of the DEM is determined Dy extracting the elevation of
the pixel that contains the ¥y coordinates of the checkpoint. However,
in some inslances. such as when the DEM being tested is at a lower
resolution typical of global datasets or when the truth data has an arca
Footprint associated with it rather than a single x/y coordinate, it may
be betler to use interpolation methods to determine the elevation of the
DEM dataset. Vendors should seek approval from clients iFmethods
other than extraction are Lo be used to deterniine elevation values of
the DEM dataset, Vertical accuracy testing methods listed in metadata
and reports should stale if elevation values were extracted from Lhe
tested dalaset at the x/y location of the checkpoints or if [urther inter-
polation was used alter the creation of the tested surface (TIN or raster)
to determine the clevation of the tested dataset. 1 further interpolation
was used, the interpolation method and full process used should be
detaiied accordingly.
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Represented as a TIN

Plate C.1. Topographic Surface

Represented as a Rast

er DEM

ANNEX D — ACCURACY STATISTICS AND EXAMPLE (NORMATIVE)

D.1 NSSDA REPORTING ACCURACY
STATISTICS

The National Standard for Spatial Data Accuracy (NSSDA) documents
the equations for computation of RMSE,, RMSE, RMSE, and RMSE,,
as well as horizontal (radial) and vertical accuracies at the 95% con-
fidence levels, Accuracy, and Accuracy,, respectively. These statistics
assume that errors approximate a normal ervor distribution and that the
mean error is small relative to the target accuracy.

Example on the NSSDA Accuracy Computations:

For the purposes of demeonstration, suppose you have five checkpoints
to verity the final horizontal and vertical accuracy for a data set (nor-
mally a minimum of 20 points would be needed). Table D.1 provides
the map-derived coordinates and the surveyed coordinated for the five
points. The table also shows the computed accuracy and other necessary
statistics. In this abbreviated example, the data arc intended to mecet a
horizontal accuracy class with a maximum RMSE, and RMSE of 15
cm and the 10 cm vertical accuracy class.

Computation of Mean Errors in x/y/z:

|
— % X
(n) =

where:
x, is the /* error in the specified direction

x=

n 18 the number of checkpoints tested,
¢ 1s an integer 1anging [rom 1 to .
Mean error in Easting:
=0.140-0.100+0.017 - 0.070 + 0.130

5
Mean error in Northing:

Y=

=0.070-0.100-0.070+0.150+0.120
5

F:

Mean error in Elevation:

_ =0.070+0.0104+0.102 =0.100+ (0.087
- 5

TasLk D.1 NSSDA Accuracy STATISTICS FOR ExameLe Data et witt 3D COORDINATES

=—(0.033m

=0.006m

=0.006m

Map-derived values Survey Check Point Values Residuals (Errors)
Point Easting (E) | Northing (N) | Elevation (H) | Easting (E) | Northing (N) | Elevation (H) | Ax Easting (E) Ay Northing (N) | Az Elevation (H)
ID meters meters meters meters meters meters meters meters meters
GCP1 | 359584.394 | 5142449.934 477.127 359584.534 | 5142450.004 477.198 -0.140 -0.070 -0.071
GCP2 | 359872.190 | 5147939.180 412.400 359872.290 | 5147939280 412.396 -0.100 -0.100 0.010
GCP3 | 395893.089 | 5136979.824 487.292 359893.072 | 5136979.894 487.190 0017 -0.070 0.102
GCP4 | 359927.194 | 5151084.129 393.591 359927.204 | 5151083.979 393.691 -0.070 0.150 =0.100
GCPS | 372737.074 | 5151675.999 451.305 372736.944 | 5151675.879 451.218 0.130 0.120 0.087
Number of check points 5 5 5
Mean Error (m) -0.033 0.006 0.006
Standard Deviation (m) 0.108 0.119 0.006
RMSE (m) 0.102 0.106 0.081
RMSEr (m) 0.147 =SQRT(RMSE!? + RMSE?)
NSSDA Horizontal Accuracy, (ACCr) at 95% Confidenee Level 0.255 =RMSEr x 1,7308
NSSDA Vertical Accuracy, (ACCz) at 95% Confidence Level 0.160 =RMSEz x 1.9600
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i 2
)

1

where:
x,1s the  error in the specified direction.

¥ is the mean ersor in the specified direction,
i is the numnber of checkpoints tested,

i is an integer ranging from 1 to .

Sample Standard Deviation in Basting:

5,

f{-0.140~(-0.033))" + {0100 - (-0.633}) + {0017 (003} + (0070 (=083} + {0,130 {-0.033))
51

=0.108m

Sample Standard Deviation in Northing:

5=

" (-b070- 0.006) + {~1.100~0.006) + (-0.070 -0.006} +{0.150 - ¢.006)" +{0.120 - 0.006)
y (5-1
=0.119m

Sample Standard Deviation in Elevation:

& =

J?—o.ml Z0.0067° +(0.010 - 0.006¥ +(0.102~0.006)" + (-0.100 — 0.006)* + (0.087 - 0.006)

-1
=0.091m

Computation of Root Mean Squares Error

(L :
RA’]SE_\, = J;z(-\:,-;,,mp) - x.‘(wn-qu))-
[

where:
¥y 18 the coordinate in the specified direction of the " check-
point in the dala set,

Fyamere 15 the coordinate in the specified direction of the i check-
point in the independent source of higher accuracy,

u is the number of checkpoints tested,

i is an integer ranging from 1 ton,

0. 2 0. )z '017: -0, ) . S
MﬁazJ(Dlm)+(01m)+w ¥+ (-0.070)" +{0.130)

=0.102m
5
_0.070) + (=0. 100) +{—0.070)" +{0.150)" + (0.120)"
Rﬁﬁf,:J( 707 + (01007 +{ : ) HO150F + A0 o o7
~0.071)° + (0.010)° +(0.102) + (=0.100) + (0.087Y’
RMSE_-SJ( U I 5) ( Y +{0087) =0.081m

RMSE, = JRMSE? + RMSE,’
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Computation of NSSDA Accuracy at 95% Confidence
Level

{Note: There are no significant systematic biases in the measurements,
The mean errors are 21l smaller than 25% of the specified RMSE in
Northing, Easting, and Elevalion.}

Positional Horizontal Accuracy at 95% Confidence Level :

RMSE,

2.447'?[
1.4142

}:l.?}OS(thSl;):1.7303U114K)=(L255n1

Vertical Aceuracy at 95% Confidence Level =

1.9600(RMSE ) = 1.9600(0.081) = §.160 m =

\/@'}O?’:)"' (0'1072)) = (.148m

D.2 COMPARISON WITH NDEP
VERTICAL ACCURACY STATISTICS

Whereas the NSSDA assumes that systematic errers have been elimi-
nated as best as possible and that all remaining errors are random ci-
rors that follew a normal distribution, the ASPRS standard recognizes
that elevation errors. especially in dense vegetation, do not necessarily
follow a normat error distribution, as demonstrated by the error histo-
gram of 100 checkpoints at Figure D. | used as an exampile clevation
data set for this Annex,

In vegetated land cover categoties. the ASPRS standard (based on
NDEP vertical accuracy statistics) uses the 95" pereentile errors be-
cause a single outlier, when squared in the RMSE cajeulation, will un-
fairly distort the tested vertical accuracy statistic at the 95% confidence
fevel. Unless errars can be found in the surveyed checkpoing. or the
location of the checkpoint does nol comply with ASPRS guidelines for
tocation ol vertical checkpoints, such outliers should net be discarded.
Instead. such outliers should be included in the ealculation of the 95"
petcentile because: {a) the outliers help identify legitimate issues in
mapping the bare-carth terrain in dense vegetation, and (b) the 95" per-
centile, by delinition, identifies that 95% of errors in the data set have
errors with respect Lo troe ground elevation thal are equal o of smaller
than the 95" percentile - the goal of the NSSDA.

Example Elevation Data set
Figure D!, plus Tables D.2 and D.3, rcfer o an actual clevation data
set tested by prior methods compared to the current ASPRS standard.

Plate D.] shows an actual error histogram resuliing from 100
checkpoints, 20 each in five land cover categories: (1} open terrain, {2)
urban terrain, concrete and asphall, {3) tall weeds and crops, {4) brush
Tands and trees, and (5) fully forested, Tn this lidar exampie, the smaller
outlier of 49 cm is in tall weeds and crops, and the larger outlier of
70 ¢m is in the fully forested land cover category. The remaining 98
elevalion error values appear lo approximale a normal error distribu-
tiom with a mems error close to zero; therefore, the sample standard
deviation and RMSE values are nearly identical, When mean errors are
not close Lo zevo, the sample standard deviation values will normally
be smaller than the RMSE values.

Willout considering the 95% percentile errors, iraditional accuracy
statistics, which preceded these ASPRS Positional Accuracy Standards
for Digital Geaspatial Data, would be gs shown in Table [3.2. Note
that the maximum error, skewness (y,). kurtosis {7,), standard deviatien
and RMSE, values are somewhat higher for weeds and crops because
of the 49 cm outlier, and they are much higher for the fully ferested
land cover category because of the 70 cm outlier,
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The ASPRS standards listed in Table 7.5 define two new terms:
Non-vegetated Vertical Accurncy (NVA) based on RMSE  statistics and
Vegetated Vertical Accuracy {VVA) based on Y3™ percentile statistics. The
NVA consolidates the NDEP’s non-vegetated land cover categories (epen
terrain and urban terram, in this example), whereas the VVA consulidates
the NDEP’s vegetated land cover categories (weeds and crops, brush
lands. and fully forested, in this cxample). Table D.3 shows ASPRS sta-
tistics and reporting methods compared to both NSSDA and NDEP,

D.3 COMPUTATION OF PERCENTILE

There are different appreaches to determining percentile ranks and
associated values. This standard recommends the usc of the following
oquations for computing percentile rank and percentile as the most ap-
propriate for cstimaling the Vegetated Vertical Accuracy.

Note that percentile calculations are based on the absotute values of the
errors, as it is the magnitude of the ervers, not the sign, that is of concern.

TagLe D.2 Travirional ERROR Staristics ror ExampLe BLEVATION DATA SET

Land Cover Category | # of Checkpoints | Min (m) [ Max (m} § Mean (i) |- Mean Absolute {nn) | Median (m) " P2 g {m) | RMSE, (m)
Open Terrain 20 -0.10 0.08 -.02 0.4 0.00 -0.19 § -0.64 ] 005 0.05
Urban Terrain 20 -0.15 0.11 0.01 0.06 0.02 -0.84 0,32 6.07 0.07

Weeds & Crops 20 -0,13 0.49 0.02 0.08 -0.01 2.08 643 0.13 ¢.13
Brush Lands 0 -0.10 0.17 0.04 0.06 0.04 -G.18 | =031 | 0.07 0.08
Fully Forested 24 -0.13 0.7¢ .03 .10 0.00 3.08 11.46 .18 0.17
Consolidated 190 -0.15 0.70 0.02 0.67 0.01 308 1702 1 0.1 0.1
TasLe D.3 Comearison or NSSDA, NDEP, axp ASPRS Starisnics ror Examerr ELevarion DaTa Sgr
Land Cover NSSDA Accuracyz at 95% confidence | NDEP FVA, plus SV4s and €VA | NDEP Aceuruey | ASPRS Vertical ASPRS
Category level based on RMSE, * 1.960¢ (m) bused on the 95" Percentile (m) Term Accuracy (m) Accuracy Term
Open Terrain 0.10 0.10 FVA
Urhan Terrain .14 0.13 SVA 012 NVA
Waoeds & Crops 0.23 0.15 SVA
Brush Lands 116 n.14 SVA 0.167 VVA
Fully Forested 0.33 0.24 SVA
LConsalidated 0.22 .13 CVA NIA N/A

ChecK points errors distribution

Errors in meters

Plate .1 Error Histogram of Typical Elevation Data Set, Showing Two Qutliers in Vegetated Areas.
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The percentile rank (#) is first caleutated for the desired percentile
using the lollowing cquation:

Ao

whicre: 1 is the rank of the obscrvation that contains the P* percentile,
P is the praportion (of 100) at shich (he percentile is desired {¢.g., 95
for 95" percentile), and N is the nunber of abservations in the sample
data sct.

Onee the rank of the observation is determined, the pereentile (3)
can then be interpelated from the upper and lower observatlions using
the following equation:

Q, =(A [a, ]+ (n,, “(Aln, + 1]- A["w]m

where: 0, is the P percentile; the vatue at rank n, A 18 an array of the

absolute values of the samples, indexed in ascending order from / to N,
Afi] is the sample value of array A al index /{e.g.. 1, 001}~ { must be

an integer between [ and N - ir s the rank of the chservation that con-

tains the P percentile, #, s the whole number component of a (e.g., 3

of 3.14}, and n, is the decimal component of neg., 0.14 0f 3.14).
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Example:
Given a sample data set /[, X. . X =

[7.-33, -9, 5, ~16, 22, 36, 37, 39, -1}, 43, 28, 45, 19, 46, 10,48, 44, 51, -27}
(N =20y,

calculate the 95% percentile (P = 93):

Step 1: Take the absolule value of each obscrvation:

(7,339, 516,22, 36,37, 39, 11.45. 28, 45, 19. 46, 10, 45, 4. 51 27]

Step 2: Sorl the absolute values in ascending order:

A=057610 1, 16,19, 22, 27, 28, 33, 36, 37, 39, 44. 45, 45,46, 48, 54}

Step 3: Compuie the percentile rank » for P93

e oo

The 95% percentile rank () of the sample data sct is 19.05

Step 4: Compute the percentile value ¢ by interpolating between
observations 19 and 20:

0, ={A[n J+ ({4l +1] ALr J))={n+ (0052 (51 - 3]} =18

The 95" pereentile (9,) of the sample data set is 48.15.
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